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ABSTRACT

The current guidelines for the design of traffic signal control in Finland discuss very briefly the capacity and level-of-service issues. The procedures of the Swedish capacity manual from 1977 are still used. New Finnish and international research indicates that this method is outdated.

The base saturation flow rate for through vehicles according to the Swedish method and the Finnish guidelines is 1,700 pc/h. Recent Finnish research indicates a base value of 1,940 veh/h for a through lane. The saturation flow rate of turning movements without conflicts is 1,500 pc/h in the old guidelines. The new values are 1,800 pc/h for left turning movements and 1,750 pc/h for right and left+right turning traffic on a lane.

The results of three methods (American HCM2000, Danish DanKap, and Swedish Capcal 2) have been used to compare with the simulated control delays of the HUTSIM software calibrated to Finnish conditions. Two simple intersections, two example intersections from HCM, and one typical Finnish signalized intersection have been used as test cases. Both pretimed and traffic-responsive control were analyzed.

For pretimed control DanKap delay estimates were in a closer agreement with the simulation results than HCM2000. DanKap cannot, however, estimate the effect of traffic-responsive control. Because the difference in delay between an optimal pretimed control and a traffic-responsive control is small, and HCM and DanKap underestimate the delays at low and medium degrees of saturation, the DanKap delay estimates can be used also in the analysis of traffic-responsive systems. An optimized pretimed control should then be used for all the traffic conditions in the analyzed.

The interaction (stopped-time) delay estimates of Capcal 2 were closest to the simulated control delays. Of the three methods analyzed, Capcal 2 can be suggested as the best tool for the analysis of Finnish signalized intersections, both pretimed and traffic responsive. Capcal 2 does, however, have some convergence problems in the analysis of traffic-responsive control, and it is suggested that the cycle length and green splits are either entered manually, or at least checked for consistency.

There are no up-to-date guidelines for the capacity estimation of Finnish signalized intersections. The current manual presents both old and new saturation flow rates, but prefers the old values. It is obvious that this method underestimates the capacity of signalized facilities, and may suggest unnecessary investments. The application of adjustment factors for the effects of turning vehicles, opposing traffic and pedestrian conflicts would make the method more flexible and methodologically similar to the current international methods. In addition, the service measures and LOS criteria should be more clearly defined. There is an obvious need for new guidelines. This report can serve as a starting point for the update of the method.

Ruotsalaisen menetelmän ja LIVASU 95:n mukainen ominaisvälistykyyn perusarvo on 1 700 ha/h. Uudempien suomalaisen mittauksen antama perusarvo on 1 940 ha/h. Vanha perusarvo kääntymiskäytäntöön liikenteen ominaisvälistykyys on 1 500 ha/h. Uudempien mittaukset mukaiset ominaisvälistykyvyydet ovat 1 800 ha/h vasemmalle ja 1 750 ha/h oikealle liikenteen kautta sekä oikealle-vasemmalle ja lähes oikealle kääntyvien kaistalle.


DanKapin viipeet olivat lähempänä HUTSIMin tuottamia viipeitä kuin HCM:n tulokset. Koska optimoidun aikaohjauskseen ja liikennetieto-ohjaukseen välisessä viivytysessä stationaarisissa olosuhteissa on vain vähäinen ero, ja DanKap aliarvioi viipeet alhaisilla ja kohtuullisilla kuormitusasteilla, DanKapin viivearvioita voidaan käyttää myös liikennetieto-ohjatuun liittymän analysoinnissa. Tällöin kaikissa liikennetilanteissa tulee tarkastella optimoinnua aikaohjausta.


PREFAE

The current guidelines for the design of traffic signal control in Finland discuss very briefly the capacity and level of service issues. The procedures of the Swedish capacity manual from 1977 are still used. New Finnish and international research indicates that this method is outdated.

New international analysis methods have been released in recent years, such as the American HCM2000, Danish DanKap, and Swedish Capcal 2. In order to apply these methods, it is important to know, how well they can describe the operational qualities of Finnish signalized intersections.

This report presents the results of a capacity and level of service research on Finnish signalized intersections. The results will be used in the development of capacity and level-of-service estimation methods in Finland.

The report was prepared by Dr. R. Tapio Luttinen from TL Consulting Engineers Ltd. The simulation experiments were conducted and reported by M.Sc. (Tech.) Riku Nevala, M.Sc (Tech.) Ville Lehmuskoski, and Dr. Jarkko Niittymäki from Helsinki University of Technology, Traffic and Transportation Laboratory.

The report is part of the Finnrar strategic project S12 (Solutions to improve main roads). The work has been coordinated by deputy director Pauli Velhonoja at Finnrar Traffic Engineering.
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GLOSSARY

The terminology of the *Highway Capacity Manual* (Transportation Research Board 2000), and American terminology in general, is followed. Most of the definitions below are taken from the Highway Capacity Manual. Some adjustments have been made to make the definitions better applicable to the Finnish traffic signal control. The terminology for types of control is slightly modified. Phase-oriented definitions are expressed in terms of signal groups. The definitions for lost times follow the definitions in Exhibits 10-8 and 10-10 of HCM2000, which slightly differ from Exhibit 10-9.

**Acceleration delay:** Time lost due to the limited acceleration capability of a vehicle.

**Actuation:** Initiation or extension of a green interval through the operation of a detector.

**Adjustment factor:** A multiplicative factor that adjusts a capacity or service flow rate from one representing an ideal or base condition to one representing a prevailing condition.

**Analysis period:** A single time period during which a capacity analysis is performed.

**Approach:** A set of lanes at an intersection that accommodates all left-turn, through and right-turn movements from a given direction.

**Base conditions:** Characteristics for a given type of facility that are assumed to be the best possible from the point of view of capacity, that is, characteristics if further improved would not result in increased capacity. (Same as ideal conditions.)

**Base saturation flow rate:** The maximum steady flow rate—expressed in passenger cars per hour per lane—at which previously stopped passenger cars can cross the stop line of a signalized intersection under base conditions, assuming that the green signal is available and no lost times are experienced.

**Bicycle:** A vehicle with two wheels tandem, propelled by human power, and usually ridden by one person.

**Calibration:** The process of comparing model parameters with real-world data to ensure that the model realistically represents the traffic environment. The objective is to minimize the discrepancy between model results and measurements or observations.

**Capacity:** The maximum hourly rate at which persons or vehicles can reasonably be expected to traverse a point or uniform section of a lane or a roadway during a given time period under prevailing roadway, traffic, and control conditions.

**Clearance lost time:** The time interval at the end of the yellow change interval, which multiplied by the saturation flow rate gives the decrease of discharging vehicles because of the need to decelerate and stop.

**Conflict groups:** Signal groups that cannot give green signal indication simultaneously.

**Conflicting movements:** The traffic streams in conflict at an intersection.
Control condition: The traffic controls and regulations in effect for a segment of street or highway, including the type, phasing, and timing of traffic signals; stop signs; lane use and turn controls; and similar measures during the analysis period.

Control delay: The component of delay that results when a control causes vehicles on a lane or a lane group to reduce speed or to stop; it is measured by comparison with the uncontrolled condition.

Critical gap: The minimum time, in seconds, between successive major-stream vehicles, in which a minor-street vehicle can make a maneuver.

Critical lane group: The lane groups that have the highest flow ratio for a given signal phase.

Critical volume-to-capacity ratio: The proportion of available intersection capacity used by vehicles in critical lane groups.

Cycle: A complete sequence of signal indications.

Cycle length: The total time for a signal to complete one cycle.

Deceleration delay: Time lost due to deceleration.

Degree of saturation: Same as v/c ratio in traffic signals.

Delay: The additional travel time experienced by a driver, passenger or pedestrian.

Demand flow rate: The flow rate expected to desire service past a point or segment of the highway system at some future time, or the traffic currently arriving or desiring service past such a point.

Demand volume: The traffic volume expected to desire service past a point or segment of the highway system at some future time, or the traffic currently arriving or desiring service past such a point.

Demand to capacity ratio: The ratio of demand flow rate to capacity for a traffic facility.

Design application: Using capacity analysis procedures to determine the size (number of lanes) required for a specified level of service.

Detector: A device indicating a presence or passage of a vehicle or a pedestrian.

Deterministic model: A mathematical model that is not subject to randomness.

Discharge headway: The headway at stop line between two consecutive vehicles departing from a continuous queue of passenger cars.

Effective green time: The time during which the same number of vehicles can depart at a (constant) saturation flow rate as from a continuous queue during the actual green and yellow change intervals.

Effective red time: The cycle length minus the effective green time.

Equilibrium conditions: The expected state of the system may have cyclic fluctuations, but otherwise is time independent. (Steady state conditions)
Exclusive turn lane: A designated left- or right-turn lane or lanes used only by vehicles making those turns.

Flow rate: The equivalent hourly rate at which vehicles pass over a given point or section of a lane or roadway during a given time interval less than one hour. Also “rate of flow”.

Flow ratio: The ratio of the demand flow rate to the saturation flow rate for a lane group at an intersection.

Fully actuated control: A signal control operation in which vehicle detectors at each approach to the intersection control the occurrence and length of every green interval.

Gap: The time, in seconds, for the front bumper of the second of two successive vehicles to reach the starting point of the front bumper of the first.

Gap acceptance: The process by which a minor-street vehicle accepts an available gap to maneuver.

Gap-seeking algorithm: An algorithm that uses detector information to extend the green time of a signal group until a large enough gap is found in the approaching traffic stream.

Geometric delay: The component of delay that results when geometric features cause vehicles to reduce their speed in negotiating a facility.

Green time: The duration, in seconds, of the green indication for a given movement at a signalized intersection.

Green time ratio: The ratio of the effective green of a signal group to the cycle length.

Headway: The time between successive vehicles as they pass a point on a lane or roadway, as measured from front bumper to front bumper.

Heavy vehicle: Any vehicle with more than four wheels touching the pavements during normal operation.

Ideal conditions: Characteristics for a given type of facility that are assumed to be the best possible from the point of view of capacity, that is, characteristics if further improved would not result in increased capacity. (Same as base conditions.)

Incremental delay: The second term of lane group control delay. It accounts for nonuniform arrivals and temporary random delays as well as delays caused by sustained periods of oversaturation.

Initial queue: The unmet demand at the beginning of an analysis period of a previous analysis period.

Initial queue delay: The third term of lane group control delay refers to the delays due to a residual queue identified in a previous analysis period and persisting at the start of the current analysis period.

Intergreen time: The time period between two consecutive green times in conflicting signal groups.

Interval: A period of time in which all traffic signal indications remain constant.
**Lane group**: A set of lanes established at an intersection approach for separate capacity and level-of-service analysis.

**Lane group delay**: The control delay for a given lane group.

**Level of service**: A qualitative measure describing operational conditions within a traffic stream, generally described in terms of such factors as speed and travel time, freedom to maneuver, traffic interruptions, comforts and convenience, and safety.

**Lost time**: The time during which an intersection is not used effectively by any movement. It is the sum of clearance lost time plus start-up lost time.

**Major roadway**: The roadway of a higher importance in an intersection.

**Major flow**: The traffic streams on a major roadway.

**Maximum green**: The maximum duration of a green interval. If there is green demand for conflict groups the green interval cannot extend beyond the maximum green. The starting point for the measurement of maximum green is given as a control parameter. Typical starting points are i) beginning of the green interval, ii) conflicting demand during the green, and iii) conflicting demand during the phase.

**Measure of effectiveness**: A quantitative parameter indicating the performance of a transportation facility or service.

**Minimum green**: The minimum duration of a green interval. Once started the green interval cannot end until after the duration of the minimum green.

**Minor roadway**: The roadway of a lower importance in an intersection.

**Minor flow**: The traffic streams on a minor roadway.

**Operational application**: A use of capacity analysis to determine the level of service on an existing or projected facility, with known or projected traffic, roadway, and control conditions.

**Opposing flow rate**: The flow rate for the direction of travel opposite to the direction under analysis.

**Overflow period**: Time period during which demand exceeds capacity.

**Passage detector**: A detector which is able to detect the passage of a vehicle moving through the detection zone.

**Passenger-car equivalent**: The number of passenger cars having the same impedance effect as a single heavy vehicle of a given type, under prevailing roadway, traffic, and control conditions. (PCE)

**Peak period**: Time period during which arrival flow rate exceeds capacity.

**Pedestrian**: An individual traveling on foot.

**Performance measure**: A quantitative or qualitative characteristic describing the quality of service provided by a transportation facility or service.

**Permitted plus protected**: Compound turning movement protection that displays the permitted phase before the protected phase.
Permitted turn: A left or right turn at a signalized intersection that is made against an opposing or conflicting vehicular or pedestrian flow.

Phase: The part of the signal cycle allocated to any combination of traffic movements receiving the right-of-way simultaneously during one or more intervals.

Planning application: A use of capacity analysis to estimate the level of service, the volume than can be accommodated, or the number of lanes required, using estimates, HCM default values, and local default values as input.

Platoon: A group of vehicles or pedestrians traveling together as a group, either voluntarily or involuntarily because of signal control or other factors.

Presence detector: A detector which is able to detect the presence of a vehicle on the detection zone.

Pretimed control: A signal control in which the cycle length, phase plan, and phase times are preset to repeat continuously.

Prevailing condition: The geometric, traffic, and control conditions during the analysis period.

Progression adjustment factor: A factor used account for the effect of signal progression on traffic flow; applied only to uniform delay.

Protected plus permitted: Compound turning movement protection at a signalized intersection that displays the protected phase before the permitted phase.

Protected turn: A left or right turn at a signalized intersection that is made with no opposing or conflicting vehicular or pedestrian flow allowed.

Quality of service: A measure of the utilization of the transportation system.

Queue: A line of vehicles, bicycles or persons waiting to be served by a system.

Queue discharge: A flow with high density and low speed, in which queued vehicles start to disperse.

Queue discharge flow: A traffic flow of vehicles, bicycles or pedestrians queued during the red interval and crossing the stop line or curb line during the green interval.

Recreational vehicle: A heavy vehicle, generally operated by a private motorist, engaged in the transportation of recreational equipment or facilities; examples include campers, boat trailers, and motorcycle trailers.

Red clearance interval: An interval that follows a yellow-change interval and precedes a conflicting green interval in the next phase.

Red time: The period in the signal cycle during which, for a given lane group, the signal is red.

Red rest: Red signal indication during the rest state.

Rest state: The signal indication of a signal group after minimum green interval and green extensions, when there is no demand for the given signal group and its conflict groups.
Saturation flow rate: The hourly rate at which previously queued passenger cars can traverse an intersection approach under prevailing conditions, assuming that the green signal is available at all times and no lost times are experienced.

Saturation headway: The average time headway between vehicles occurring after the fourth vehicle in the queue and continuing until the last vehicle in the initial queue clears the intersection.

Semiactuated control: A signal control in which vehicle detectors at some approaches (typically on the minor street) control the occurrence and length of green intervals.

Service flow rate: The maximum hourly rate at which persons or vehicles can reasonably be expected to traverse a point or uniform section of a lane or roadway during a given time period under prevailing roadway, traffic, and control conditions while maintaining a designated level of service.

Service measure: A specific performance measure used to assign a level of service.

Service volume: The maximum hourly rate at which vehicles or persons reasonably can be expected to traverse a point or uniform segment of a roadway during an hour under specific assumed conditions while maintaining a designated level of service.

Signal group: The signal heads giving identical signal indications and controlling the same traffic movements.

Signalization condition: A timing diagram and/or the parameters of traffic-responsive control of a signalized intersection.

Simulation model: A computer program that uses mathematical models to conduct experiments with traffic events on a transportation facility or system over extended periods of time.

Spacing: The distance between two successive vehicles in a traffic lane measured from front bumper to front bumper.

Start-up lost time: The time, which multiplied by the saturation flow rate gives the decrease of discharging vehicles because of the need to react to the initiation of the green phase and to accelerate.

Stationary conditions: Conditions not changing during the observation period.

Steady state conditions: The expected state of the system may have cyclic fluctuations, but otherwise is time independent. (Equilibrium conditions)

Stochastic model: A mathematical model that employs random variables for at least one input parameter.

Stop time: A portion of control delay when vehicles are at complete stop. Also “stop delay”.

Study period: A duration of time on which to base capacity analyses of a transportation facility.

Time-in-queue delay: Time spent in a queue; from stopping at the end of queue to passing the stop line.
Through vehicles: All vehicles passing directly through an intersection and not turning.

Traffic-actuated control: A signal control operation in which vehicle detectors at some or all approaches to the intersection control the occurrence and length of green intervals.

Traffic condition: A characteristic of traffic flow, including distribution of vehicle types in the traffic stream, directional distribution of traffic, lane use distribution of traffic, and type of driver population on a given facility during the analysis period.

Traffic-responsive control: A signal control operation in which gap-seeking or other algorithms use the information of vehicle detectors at each approach of the intersection to control the occurrence and length of green intervals.

Truck: A heavy vehicle engaged primarily in the transport of goods and materials or in the delivery of services other than public transport.

Undersaturation: A traffic condition in which the arrival flow rate is lower than the capacity.

Uniform delay: Delay at a signalized intersection assuming arrivals at uniform time headways.

Unit extension: The minimum time period between successive detector indications that will cause the signal controller to terminate the green display, assuming the absence of other demands for green extension.

Validation: Determining whether the selected model is appropriate for the given conditions and for the given task. It compares model prediction with measurements or observations.

Vehicle-actuated control: Same as traffic-actuated control. (VA control)

Volume to capacity ratio: The ratio of flow rate to capacity for a traffic facility. (v/c ratio)

Volume: The number of persons or vehicles passing a point on a lane, roadway, or other trafficway during some time interval.

Yellow change interval: The signal indication following the green interval.
SYMBOLS AND ABBREVIATIONS

$A_i$ Number of arrivals during the $i$th cycle
$A(t)$ Number of arrivals during time $(0, t]$
$A'(t)$ Cumulative traffic demand during time $(0, t]$
$C$ Capacity
$C(\cdot)$ Control process
$C(t)$ Capacity curve
$C_i$ Capacity under ideal conditions
$c$ Cycle length
$c_{max}$ Maximum cycle length in traffic-responsive control
$d$ Distance
$d(t)$ Departure rate at time $t$
$D_i$ The $i$th detector from the stop line
$D(\cdot)$ Demand estimator function (traffic model)
$D(t)$ Number of departures during time $(0, t]$
$E_B$ Equivalency factor for buses
$E_{HV}$ Equivalency factor for heavy vehicles
$E_R$ Equivalency factor for recreational vehicles
$E_T$ Equivalency factor for trucks
$\mathbb{E}[X]$ Expected value of random variable $X$
$f_a$ Adjustment factor for area type
$f_B$ Adjustment for buses
$f_{bb}$ Adjustment factor for stopping buses
$f_{BC}$ Adjustment factor for bicycles mixed with motor vehicles
$f_g$ Adjustment for grades
$f_{HV}$ Adjustment for heavy vehicles
$f_{Lpb}$ Pedestrian adjustment factor for left-turn movements
$f_{LT}$ Adjustment factor for left turns in the lane group
$f_{LU}$ Adjustment factor for lane utilization
$f_{p}$ Adjustment factor for the effect of parking
$f_p$ Uniform delay progression adjustment factor
$f_R$ Adjustment for recreational vehicles
$f_{Rpb}$ Pedestrian adjustment factor for right-turn movements
$f_{RT}$ Adjustment factor for right turns in the lane group
$f_s$ Adjustment for platoon arrivals during green
$f_T$ Adjustment for trucks
$f_{va}$ Adjustment factor for vehicle-actuated control
$f_w$ Adjustment factor for roadway width
$f(x)$ Probability density function
$F(x)$ Probability distribution function
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$g$ Length of a green interval
$g_e$ Effective green
$g_{max}$ Maximum effective green length
$g_{min}$ Minimum effective green length
$h_d$ Average discharge headway
$h_i$ Average discharge headway of movement $i$
HCM *Highway Capacity Manual*
HUT Helsinki University of Technology
$I$ Variance-to-mean ratio, upstream filtering/metering adjustment factor
\( I_A \) Variance-to-mean ratio of a arrival counting process
\( I_D \) Variance-to-mean ratio of a departure counting process
\( k \) Incremental delay factor
\( L \) Total lost time (time interval between effective greens)
\( L(t) \) Control logic function
\( L_i \) Queue length at time \( t \)
\( L_o(t) \) Overflow queue at time \( t \)
\( L_v \) Vehicle length
\( l \) Lost time \( (l_1 + l_2) \)
\( l_1 \) Start-up lost time
\( l_2 \) Clearance lost time
\( \text{LOS} \) Level of service
\( M(\cdot) \) Traffic measurement function (detection)
\( M/D/1 \) Queuing system with random arrivals and one server with deterministic service times
\( M/G/1 \) Queuing system with random arrivals and one server with a general service time distribution
\( \min \{x_1, \ldots \} \) Minimum element in a set
\( \text{MOE} \) Measure of effectiveness
\( N \) Number of lanes in the lane group
\( \mathbb{N} \) The set of natural numbers \( \{1, 2, 3, \ldots \} \)
\( N_A \) Number of approaches in an intersection
\( N_p \) Number of phases
\( N_s(t) \) Number of stops during time \( (0, t] \)
\( P_B \) Proportion or percentage of buses in traffic flow
\( P_g \) Proportion of green arrivals
\( P_{HV} \) Proportion or percentage of heavy vehicles in traffic flow
\( P_{LR} \) Proportion or percentage of turning vehicles on a shared lane
\( P_{LT} \) Proportion of left turning vehicles
\( P_R \) Proportion or percentage of recreational vehicles in traffic flow
\( P_t \) Probability of all-red during a no-demand condition
\( P_{RT} \) Proportion of right turning vehicles
\( P_T \) Proportion or percentage of trucks in traffic flow
\( p_i \) Proportion of movement \( i \) in a lane group
\( pc \) Passenger car
\( \text{PCE} \) Passenger-car equivalent
\( pcu \) Passenger car unit
\( q \) Flow rate, traffic volume
\( \hat{q}_k \) Traffic demand estimate for time interval \( k \)
\( q_o \) Opposing flow rate
\( q_p \) Overflow peak flow rate
\( q_{ped} \) Pedestrian flow rate
\( q(t) \) Flow rate at time \( t \)
\( Q_i \) Service flow rate for level of service \( i \)
\( R \) Radius
\( r \) Length of a red interval
\( R^2 \) Coefficient of determination
\( s \) Saturation flow rate
\( s_0 \) Base saturation flow rate
SYMBOLS AND ABBREVIATIONS

- $s_i$: Saturation flow rate for lane group $i$
- $s_k$: Saturation flow rate for time period $k$
- $s_{B, E} \ldots$: Saturation flow rate for lane type B, E...
- $s_{LT}$: Basic saturation flow rate for permitted left turn movements
- $t$: Time
- $t_0$: Time of queue discharge
- $t_a$: Arrival time from stop line to point of conflict
- $t_b$: Blocked time
- $t_d$: Departure time from stop line to point of conflict
- $t_o$: Length of overflow period
- $t_p$: Length of peak period
- $t_y$: Length of yellow change interval
- $u_k$: The state of signal control during time interval $k$
- $v$: Speed
- $v_L$: Speed limit
- VA: Vehicle actuated
- $v/c$: Volume-to-capacity ratio
- $W$: Delay
- $W_a$: Acceleration delay
- $W_d$: Deceleration delay
- $W_o(t)$: Total overflow delay during time $(0, t]$
- $W_s$: Stop delay
- $W_u(t)$: Total uniform delay during time $(0, t]$
- $w$: Average control delay
- $u_0$: Average delay under very low flow conditions
- $u_a$: Average acceleration delay
- $w_D$: Average delay in an M/D/1 queuing system, random delay component of average control delay
- $w'_D$: Deterministic delay component with maximum green and cycle lengths
- $u_d$: Average deceleration delay
- $w_{CS}$: Average delay in an M/G/1 queuing system
- $w_i$: Delay of vehicle $i$
- $w$: Lane width
- $w_o(t)$: Average overflow delay during time $(0, t]$
- $w'_o(t)$: Average overflow delay per arriving vehicle during time $(0, t]$
- $w_q$: Initial queue delay component of average control delay
- $w_s$: Average stop delay, shoulder width
- $w_u$: Average uniform delay
- $X^+$: Positive part of $X$; i.e., $X^+ = (X + |X|)/2$
- $x_a$: Acceleration distance
- $x_d$: Deceleration (braking) distance
- $Y$: Sum of critical flow ratios in the cycle
- $y$: Flow ratio ($q/s$)
- $y_j$: Critical flow ratio of phase $j$
- $z_k$: The state of traffic during time interval $k$
- $\beta$: Deceleration rate
- $\gamma$: Grade (percent)
- $\Delta$: Extension time
- $\delta$: Time step length in a discrete time model
Symbol

\( \lambda \) Average arrival rate

\( \mu_k \) The state of detectors during time interval \( k \)

\( \mu_S(i) \) Membership function; 1 if \( i \in S \), 0 otherwise

\( \rho \) Degree of saturation, utilization factor

\( \rho^* \) Degree of saturation with maximum effective green and maximum cycle length

\( \rho' \) Utilization factor

\( \rho_{\text{max}} \) Maximum degree of saturation for any lane

\( \rho_p \) Degree of saturation during the peak flow rate

\( \sigma \) Standard deviation

\( \sigma^2 \) Variance

\( \tau \) Average service time
1 INTRODUCTION

Rouphail, Anwar, Fambro, Sloup & Perez (1997) used simulations and field measurements to develop the delay model of the Signalized Intersections chapter in the 1994 HCM (Transportation Research Board 1994) more suitable for traffic-actuated control. The “generalized delay model” included a new parameter $k$ derived from queuing theory. It described the properties of departure distributions at the stop line. The generalized delay model produced traffic-actuated delay values comparable to field measurement and simulations. The model was also shown to be sensitive to volume changes and traffic-actuated control settings. This model was introduced into the 1997 update of HCM (Transportation Research Board 1998), and with slight modifications into HCM2000 (Transportation Research Board 2000). The service measure of signalized intersections in HCM2000 is control delay.

HCM provides the most wide-spread method for the planning, design, and operational analysis of transportation facilities. It is calibrated for North-American conditions. There are, however, significant differences in the driver behavior, types of vehicles, and the operation of traffic signals between North America and the Nordic countries. Consequently, it is important to compare the HCM method with the Nordic methods, most important of which are the Danish DanKap (Vejdirektoratet 1999b) and the Swedish Capcal 2 (Swedish National Road Administration 1995).

In Finland, the planning and analysis of traffic signal control has been based on the old Swedish method (Statens vägverk 1977), which is an application of the Webster method (Webster 1958, Webster & Cobbe 1966). New Finnish and international research indicates that the current Finnish procedure is now outdated. Also, there is no delay evaluation method designed especially for Finnish traffic conditions and traffic-responsive signal control, neither have the current international methods been tested under Finnish conditions.

The object of this study is to evaluate how well the procedures of HCM2000, DanKap, and Capcal 2 are able to predict the delays in Finnish intersections controlled by pretimed or traffic-responsive signals. The delays calculated with these methods have been compared with the delay results of HUTSIM simulations. The comparisons have been carried out in five test intersections to obtain an overall picture of the suitability of these methods under Finnish conditions.

A theoretical overview of traffic signal control is presented in the first chapters to describe the central concepts. A description of the Finnish traffic signal control philosophy and procedures in section 3.2.3 is both informative for international readers, and highlights issues which may explain differences between Finnish and international results. Considerable attention has been given to the theory of delay estimation in Chapter 4. The discussion gives a theoretical overview of the subject, and helps to understand the delay estimation methods in the international procedures. The description of the Finnish saturation flow rates in section 5.4 is based on the HUTSIM calibration studies by the Helsinki University of technology. No new measurements have been performed for this research.

The results of HCM2000, DanKap, Capcal, and the Webster method have been compared with the control delays obtained with the HUTSIM simulation software. The parameters of this software have been calibrated for Finnish conditions. Five test intersections have been analyzed with both pretimed and traffic-responsive control.

Only isolated intersections are discussed. HCM2000 provides methods for the analysis of urban streets (Chapter 15) as well as corridors (Chapter 29) and wider areas (Chapter
These facilities are beyond the scope of the current research. The pedestrian level of service has been only briefly discussed. The estimation of pedestrian delay has been considered a trivial effort and has not been much attention in this research. The effects of pedestrians, heavy vehicles and intersection geometry (lane width, turning radius, grade) on vehicular delays have not been studied because of the limitations in the simulation methodology.

In many signalized intersections priorities are arranged for public transportation (buses and trams). In these cases the operational analysis should give different weighing factors to different vehicle categories (Vincent 1973). This important topic is, however, beyond the scope of the current research.

Other important issues in recent discussion include the usefulness of the level-of-service classification (Kittelson & Roess 2001), user perception of service quality (Pécheux, Pietrucha & Jovanis 2000) and the uncertainties in the analysis results (Heydecker 1987, Khatib & Kyte 2001). Mäkelä (1997) has presented a wider framework for the level-of-service criteria of Finnish signalized intersections. At this time it was considered appropriate to wait for the conclusions of the international discussions.
2 TRAFFIC SIGNAL CONTROL

2.1 Principles of traffic signal control

Traffic signal control separates traffic streams in an intersection by allocating different time intervals for conflicting traffic movements. For each movement the signals are given cyclically in the following order:

1. Red
2. Red + yellow
3. Green
4. Yellow

Green signal indicates “go” and red indicates “stop”. A green interval is followed by a yellow change interval indicating that a vehicle must stop if it can be done safely. The length of the yellow change interval depends on the speed limit according to table 2.1. A red+yellow signal indicates that the green signal will be given shortly. The length of the red+yellow interval is 1.0–1.5 seconds.

<table>
<thead>
<tr>
<th>Speed limit (km/h)</th>
<th>Yellow (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>70</td>
<td>5</td>
</tr>
<tr>
<td>60</td>
<td>4</td>
</tr>
<tr>
<td>40–50</td>
<td>3</td>
</tr>
</tbody>
</table>

Because different traffic movements may use same lanes, and movements on separate lanes may be controlled by the same signal indications, the physical unit of signal control is a lane group. It consists of one or more lanes in an approach.

The signal indications may be either circular or arrow shaped. A green arrow indicates that vehicles may execute the movement in the direction of the arrow. The turning movement controlled by an arrow is called “protected”; i.e., it is free of conflicting vehicular or pedestrian traffic. A circular green indicates that vehicles may proceed cautiously. This movement is protected from primary conflicts, but secondary conflicts are possible. Primary conflicts occur between movements originating from rectangular approaches (Fig. 2.1). Other conflicts are secondary conflicts. A turning movement with secondary conflicts allowed is called “permitted”.

Each lane group is controlled by a signal group consisting of a primary signal (typically beside or above the stop line) and one or more secondary signals. One of the secondary signals must be at least 2.5 meters behind the primary signal. The signal heads of a pedestrian signal group are at the both ends of the crosswalk or separately controlled parts of the crosswalk.

A signal head has typically three lenses (red, yellow and green). It is, however, possible to use four or five-lens arrangements according to Figure 2.2 to indicate different combinations of protected and permitted turning movements. The protected-plus-permitted left turn (Fig. 2.3) has been considered hazardous, and it is not allowed in Finland (Liikenne- ja viestintäministeriö 2000). A permitted-plus-protected left turn is possible.
Right turn on red (RTOR) is not allowed in Finland. It is, however, possible to have a triangular island that separates right turning vehicles from the signalized traffic flows. These vehicles have to observe a yield sign.

Green indications of conflicting movements are separated by intergreen times. They ensure the safe and logical operation of traffic signals. An intergreen time cannot be shorter than yellow change interval plus red clearance interval, which give time for vehicles to pass all conflict points (Fig. 2.1) before the arrival of the vehicles in the next phase. The intergreen time between signal groups $i$ and $j$ is measured from the end of a green interval of signal group $i$ to the beginning of the green interval of signal group $j$ (Fig. 2.4).

Assuming that vehicles at the end of green $i$ depart at speed $v_i$ and vehicles at the beginning of green $j$ approach the conflict point at speed $v_j$ the safety interval (minimum intergreen time required for safety) is

$$S_{i,j} = t_y + t_d - t_a,$$

where $t_y$ is the yellow change interval, $t_d$ is the departure time, and $t_a$ is the arrival time. The departure time is

$$t_d = \frac{d_i + L_v}{v_i},$$

where $d_i$ is the distance of the departing vehicle from the stop line to the conflict point and $L_v$ is the length of the vehicle. The arrival time is

$$t_a = \frac{d_j}{v_j},$$

where $d_j$ is the distance of the arriving vehicle from the stop line to the conflict point.

The minimum intergreen time between signal groups $i$ and $j$ is the largest safety interval between all feasible conflict points.

Intergreen times are assigned between all signal groups that cannot display green indications simultaneously. Intergreen time may be larger than the maximum safety interval in order to achieve a proper synchronization between the start times of green intervals in the same phase. It is also possible to set intergreen times for non-conflicting movements. A typical application of a “virtual intergreen time” is the synchronization of green intervals at a crosswalk controlled by two signal groups.

The part of the signal cycle allocated to any combination of traffic movements receiving the right-of-way simultaneously during one or more intervals is called a phase.
Three-lense arrangement

Four-lense arrangements
Protected plus permitted right turn

Permitted plus protected left turn

Five-lense arrangements
Permitted plus protected right turn

Additional right-turn phase

Five-lense arrangement at railroad crossings

Left arrow indication also possible

Figure 2.2: Allowed lense arrangements in Finland (Kehittämiskeskus 1996)
2.2 Effective green

As a vehicle approaches an intersection displaying a red signal the driver decelerates and stops either at the stop line or at the end of a queue (fig. 2.5). When the signal turns green the driver accelerates until the vehicle reaches its desired or maximum possible speed.

The red+yellow signal indicates that the green phase is about to begin. The drivers of the first vehicles become alert and prepare to start moving. As the green begins the first vehicle starts to accelerate. The red+yellow signal helps the first driver to anticipate the starting green interval (see Fig. 2.6)

The discharge process of the vehicles in the queue is controlled by the reaction times and desired acceleration rates of drivers as well as the acceleration rates of the vehicles ahead. At the beginning of the green interval the discharge rate at the stop lane starts to increase. As the queuing vehicles have reached a constant speed at the stop line the discharge rate has reached its maximum, called the saturation flow rate. On average, the discharge headways reach a constant level of slightly below two seconds after the fourth vehicle. The saturation flow rate may vary from cycle to cycle, but an average value can be used for given conditions.

Figure 2.6 displays a comparison of Finnish discharge headways (Niittymäki & Pursula 1997) with the results of Briggs (1977) and Teply & Jones (1991). King & Wilkinson (1976) presents results of older discharge headway studies, which do not reach as low values as the later results in figure 2.6.

As the green interval ends the approaching drivers make a decision whether to continue across the stop line or stop. At a macroscopic level the departure rate (under saturated conditions) starts to decrease and reaches zero as the red phase begins, or soon after if.

Figure 2.7 displays a departure rate curve \( d(t) \) under saturated conditions. The number
of departures during a cycle length \((c)\) is equal to the area under the departure rate curve:

\[ D(c) = \int_0^c d(t) \, dt. \]  

(2.4)

The effective green \((g_e)\) is the green time required for \(D(c)\) departures assuming that the departure rate during the effective green is constant and equal to the saturation flow rate \((s)\):

\[ D(c) = g_e s \]  

(2.5)

(Webster 1958). That is, the start-up lost time \((l_1)\) and the clearance lost time \((l_2)\) are compensated, and the area \(D(c)\) is equal to the area of the gray rectangle \(g_e s\) in figure 2.7.
It is usually (Clayton 1941, Webster 1958) assumed that after startup lost time the saturation flow rate remains constant until the beginning of the yellow change interval. The effective green time is

\[ g_e = g + y - l = g + y - l_1 - l_2, \]  

(2.6)

where the lost time \((l)\) is the sum of startup lost time \((l_1)\) and clearance lost time \((l_2)\). In Finland \(l = 0.5t_r\) is used in the cycle length calculations (Kehittämiskeskus 1996). In the discussion below on green time \((g)\) is assumed to be equal to the effective green \((g_e)\).

### 2.3 Option zone and dilemma zone

Let us assume that a vehicle is approaching an intersection at speed \(v\). At a distance \(d\) from the stop line the driver starts to decelerate at a constant rate \(\beta\) so that the vehicle stops at the stop line. The deceleration rate is

\[ \beta = -\frac{v^2}{2d}, \]  

(2.7)

resulting in the deceleration time

\[ t_d = \frac{2d}{v}. \]  

(2.8)

The deceleration delay is the time difference between the deceleration time and the time to traverse distance \(d\) at speed \(v\):

\[ W_d = \frac{2d}{v} - \frac{d}{v} = \frac{d}{v}. \]  

(2.9)

For a maximum accepted deceleration rate of \(\beta_{\text{max}}\) the minimum stopping distance is

\[ d_{\text{min}} = vt_r + \frac{v^2}{2\beta_{\text{max}}}, \]  

(2.10)

where \(t_r\) is the perception time plus reaction time of the driver. If the distance of a vehicle from the stop line is shorter than \(d_{\text{min}}\), the vehicle cannot stop before the stop.
When the signal turns yellow a vehicle can cross the stop line during the yellow change interval ($t_y$), if the distance from the stop line is not longer than

$$d_y = vt_y.$$  \hfill (2.11)

If $d_y < d_{\text{min}}$ and the vehicle is in the zone $d_y \ldots d_{\text{min}}$, it can neither stop before the stop line nor cross the stop line before the signal turns red. This zone is called the dilemma zone. If $d_{\text{min}} < d_y$, a vehicle in the zone $x_s \ldots x_g$ can either stop before the stop line or pass the stop line during the yellow change interval. This zone is called the option zone.

**Figure 2.8: Dilemma and option zones**

**Figure 2.9: Maximum go-distances ($d_y$, dashed lines) for yellow change intervals of 3, 4, and 5 s, and minimum stop-distances ($d_{\text{min}}$, solid lines) for deceleration rates of 1.5 and 3.0 m/s$^2$**
2.4 Vehicle dynamics at signalized intersections

HUTSIM calibration studies at four Finnish intersections indicated that the average acceleration of passenger cars was in the range 1.55–2.14 m/s². The average deceleration of passenger cars varied in the range 1.55–2.20 m/s². (Niittymäki & Pursula 1994).

The acceleration model installed in HUTSIM is speed dependent. Acceleration varies from 2.6 m/s² to 0.7 m/s² as a function of speed (Niittymäki 1998).

For other vehicle classes the average acceleration and deceleration are given in tables 2.2 and 2.3. The average acceleration and deceleration rates for buses are approximately 1.2 m/s². The acceleration and deceleration rates of trams are 1.2 m/s² and 1.3 m/s² (Niittymäki 1998).

Table 2.2: Acceleration (m/s²) at Finnish signalized intersections (Niittymäki & Pursula 1994)

<table>
<thead>
<tr>
<th>Vehicle type</th>
<th>Average m/s²</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Van</td>
<td>1.50</td>
<td>0.37</td>
</tr>
<tr>
<td>Lorry</td>
<td>1.20</td>
<td>0.07</td>
</tr>
<tr>
<td>Semitrailer</td>
<td>1.09</td>
<td>0.11</td>
</tr>
<tr>
<td>Full trailer</td>
<td>1.05</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Table 2.3: Deceleration (m/s²) at Finnish signalized intersections (Niittymäki & Pursula 1994)

<table>
<thead>
<tr>
<th>Vehicle type</th>
<th>Average m/s²</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Van</td>
<td>1.82</td>
<td>0.48</td>
</tr>
<tr>
<td>Lorry</td>
<td>1.69</td>
<td>0.31</td>
</tr>
<tr>
<td>Semitrailer</td>
<td>1.66</td>
<td>0.42</td>
</tr>
<tr>
<td>Full trailer</td>
<td>1.43</td>
<td>0.27</td>
</tr>
</tbody>
</table>

The average speed of pedestrians on signalized crosswalks is approximately 1.30–1.45 m/s. The 15-percentile speed is approximately 1.2 m/s, which is the speed used in planning applications (Niittymäki 1998). In HUTSIM the average pedestrian speed is 1.4 m/s (Niittymäki & Pursula 1994).

The basic time gap between trailing vehicles in HUTSIM is 1.3 s. The base value for critical gap in permitted left turns is 4.0 s. (Niittymäki 1993)
3 CONTROL METHODS

3.1 Pretimed control

The first traffic signal was installed in Westminster, U.K. It was of the semaphore-arm type with red and green gas lamps for night use. The experiment ended in an explosion. The first three-colored traffic signals were installed in New York in 1918. They were operated manually. (Webster & Cobbe 1966) Current traffic signals operate automatically using either pretimed or traffic-responsive control.

_Pretimed_ control gives the signal indications using a fixed timing plan. The timing plan, or control logic, may change according to a given schedule. The state of traffic (arriving, queuing and discharging vehicles) do not affect the control (Fig. 3.1).

![Figure 3.1: Pretimed traffic signal control process (Luttinen 1988)](image)

The state \( z_k \) of the traffic at a very short time interval \( k \) is determined by the state \( z_{k-1} \) of the traffic in the preceding time interval, and the arrivals \( q_k \) and the signal control \( u_k \) during the observed time interval \( k \): i.e.,

\[
z_k = C(z_{k-1}, q_k, u_k).
\]

(3.1)

In a pretimed system the control \( u_k \) is determined by time \( k \) only:

\[
u_k = L(k).
\]

(3.2)

Webster (1958) and Webster & Cobbe (1966) have presented the most widely used method for setting cycle lengths and green intervals for pretimed signals at undersaturated conditions. The earliest studies of pretimed control at oversaturated conditions were presented by Gazis (1964) and Gazis & Potts (1965). At an isolated oversaturated intersection the settings should be such that after the peak period the queues at critical directions are cleared simultaneously.

3.2 Traffic-responsive control

3.2.1 Types of controllers

The first traffic-actuated signals were installed at the beginning of the 1930s (Watson 1933, Webster & Cobbe 1966). Early models of traffic-actuated controllers were electromechanical. Later controllers were of solid-state design (Fig. 3.2). Since early 80’s the controllers have been based on microprocessors with an extensive number of parameters and programmability.

In a traffic-actuated system the control during time interval \( k \) is based on the state of the control and detector pulses in the preceding time interval \( k - 1 \) (Fig. 3.3). Time has two functions: The parameters of the control logic (such as unit extension) are time
dependent, and the parameters (such as maximum green) may change according to a
time schedule. The signal control can be expressed as

\[ u_k = L(u_{k-1}, \mu_{k-1}, k). \]  \tag{3.3}

Traffic-actuated controllers have been classified as fully actuated, semiactuated, and
volume-density controllers. The properties of early two-phase fully actuated controllers
have been described by Hammond & Sorenson (1941):

1. Right-of-way is not given to any street without actuation thereon, and, in the
   complete absence of traffic, will remain upon the street where it was last assigned;
   an exception being that recall switches are provided which when thrown will
   cause the right-of-way to revert to a selected street despite actuation thereon.

2. The actuation of a detector on one street while right-of-way is on the other street,
   causes right-of-way to be transferred to the first street, only after a minimum
   adjustable interval has elapsed and after proper intergreen time, as follows:
(a) Immediately, providing there has been no actuation on the other street for a definite adjustable interval.

(b) After a predetermined maximum interval despite continued actuation on street having right-of-way.

(c) After an adjustable prefix interval has expired, each detector actuation causes the controller to cancel the time extension interval then in effect and begin the timing of another extension interval.

(d) If the maximum interval takes the right-of-way from a street before the last detector actuation has allowed the vehicle to enter the intersection, or if detector actuation occurs during the red or the clearance interval on any street, right-of-way is returned to the street at first opportunity and without the necessity of further actuation.

Although at the beginning of 1940’s a slightly different terminology was used, the key parameters of traffic-actuated control were the demand (actuation), unit extension interval, minimum green interval, and maximum green interval. See Pignataro (1973) for a later description.

A *semiactuated controller* uses detector information to transfer the right-of-way to the side street upon traffic demand. The green may extend up to a predetermined maximum, after which the right-of-way returns to the major street. The green interval of the major street has a preset minimum duration. (Hammond & Sorenson 1941)

*Volume-density controllers* were advanced fully actuated controllers, which were able to take into account traffic volumes, densities, and elapsed waiting time on each traffic phase (Evans 1950). Detectors were located farther back from the stop line than in the case of the (then) conventional fully actuated control. Pignataro (1973) has described the essential operating features of this controller type as follows:

1. Detectors on all approaches are placed sufficiently back from the intersection to enable the counting of relatively large numbers of queued vehicles.

2. Each phase has an assured green time, as set by three dials:

   (a) Minimum green

   (b) Number of actuations before minimum green is increased

   (c) Extension of minimum green for each additional actuation during the red phase

3. Passage time is the unit extension, created by each additional actuation, after the assured green time has elapsed. Time is set for a vehicle to travel from the detector to the stop line. This value also becomes the maximum allowable gap between vehicles which will retain the green. This maximum gap, or passage time, may be reduced in several ways. The green will be lost when:

   (a) A pre-determined low limit of passage time is reached when red-phase vehicles have waited a preset time.

   (b) A pre-determined low limit of passage time is reached when the number of vehicles waiting on the red phase exceeds a preset value.

   (c) A pre-determined low limit of passage time is reached when the number of green-phase vehicles per ten seconds is less than a preset value.
These constitute the density function of the controller. Special dial settings differ from model to model.

4. Platoon carryover effect enables the controller to remember a preset percentage of the previous green-period traffic and synthetically applies that number of vehicles waiting on the red phase, when the next platoon of vehicles hits the detector.

5. Green extension is limited to a preset extension limit. However, this feature seldom operates, because of the effect of the reduction factors on passage time.

6. Clearance intervals are preset for each phase.

7. Each phase has a recall switch that operates in the same manner as for the fully actuated controller:

   (a) With all recall switches off, the green indication remains on the phase to which it was last called, provided there is no actuation on the other approaches.

   (b) With a recall switch on, the green indication will revert to that selected phase at every opportunity.

   (c) With the recall switch on both phases of a two-phase control, the controller operates on a pretimed basis, provided there is no demand on either phase.

See also Kell & Fullerton (1982). Orcutt (1993) discusses modern volume-density control under the name gap-reduction control.

The features of current microprocessor-based controllers far exceed the old volume-density controllers, and the distinction between fully actuated and volume-density controllers is currently obsolete. In HCM2000 this type of control is called traffic actuated. In this report “traffic-actuated signals” describe an implementation of a gap-seeking algorithm. In Britain this method is referred to as System D (Heydecker 1990). “Traffic-responsive control” is preferred as a more general description of a closed-loop or adaptive control, including the control strategies presented below.

### 3.2.2 Control strategies

The traditional traffic-actuated controllers extended the green phase until a gap larger than a unit extension interval was found in the arriving traffic flow. The volume-density controllers extended this gap-seeking algorithm as described above. Traffic-actuated control has usually been applied on isolated intersections, but the gap-seeking method can also be used to adjust coordinated control to local traffic demand (Jovanis & Gregor 1986).

Morris & Pak-Poy (1967) observed that traffic-actuated signals based on a gap-seeking algorithm increased capacity and decreased the average delay to one half of the average delay at an equivalent pretimed signal. They observed that the optimum (delay minimizing) unit extension interval decreased as flow rate increased (Fig. 3.4). Maximum and minimum green functions decreased the efficiency and capacity of signal control.

An obvious alternative to gap-seeking algorithms is demand-responsive control (Fig. 3.5), which adjusts the control to estimated demand on each approach. A traffic model \(D \) uses detector and control information to update the current demand estimate:

\[
d_k = D(d_{k-1}, u_{k-1}, \mu_{k-1}).
\]
Grafton & Newell (1967) used dynamic programming (Bellman 1957) to determine optimal policies for the control of an intersection of two traffic streams using total delay as the objective function to be minimized. They found that the zero-switch queue strategy had to be modified if the initial queues were very large or very small. According to Newell (1969) at a traffic-actuated signal of two one-way streets the average delay per car is less than for a pretimed signal by about a factor of 3. To minimize delay the signal should (in most cases) switch as soon as the queue vanishes. At an intersection of two two-way streets the relative efficiency of traffic-actuated control is not high compared with one-way streets (Newell & Osuna 1969). Also, the zero-switch queue strategy is very inefficient, and a compromise strategy is required. Dunne & Potts (1964, 1967) have presented a linear control algorithm based on queue

---

**Figure 3.4:** Variation in optimum unit extension interval with average traffic flow per phase at an isolated traffic-actuated two-phase traffic signal (Morris & Pak-Poy 1967)

**Figure 3.5:** Demand-responsive traffic signal control process
lengths. The optimum policy is to change the signal when a queue vanishes. This approach may be called a zero-switch queue strategy. If the queue discharge gaps are nearly uniform the zero-switch queue strategy can be implemented as a gap-seeking algorithm with unit extension interval approximately equal to the queue discharge gap.

For oversaturated conditions Gordon (1969) has suggested a control algorithm which keeps the ratio of actual queues to the maximum link storage space on each phase equal. This consideration is important especially in urban conditions. Koshi (1979) has suggested an algorithm that under heavy traffic and oversaturated conditions keeps the degrees of saturation in all phases uniform. Gazis & Potts (1965) suggested a traffic-responsive modification for their fixed-time control of oversaturated intersections.

One of the most advanced implementation of the gap-seeking algorithm is the Swedish LHOVRA method. The name is a Swedish acronym for the system functions truck priority (L—lastbilsprioritering), major roadway priority (H—huvudledsprioritering), accident reduction (O—olycksreduktion), variable yellow change interval (V—variabelt gröngult), extend red clearance (R—rödkörningskontroll), and omit red clearance (A—allrödvändning) (Vägverket 1983, Peterson, Bergh & Steen 1986).

With an extensive set of detectors (Fig. 3.6) the control strategy has functions to:

L: Give priority to trucks, public transport, and platoons
H: Improve traffic quality on the major roadway
O: Reduce the number of vehicles in the option zone at the end of the green phase
V: Shorten the yellow change interval if no vehicles are approaching
R: Extend red clearance interval in case of apparent threat of incident and for left turners waiting inside the intersection
A: Omit red clearance interval on new demand if there is no conflicting demand (change directly from yellow to green without becoming red)

With an advanced detector configuration and signal group control LHOVRA performs well even compared with optimizing control strategies such as MOVA (Kronborg 1992).

Figure 3.6: Typical LHOVRA detectors in main road (70 km/h) (Kronborg 1992)

LHOVRA has been designed for the signal control of isolated intersections on high speed roads. The most distinctive feature of LHOVRA is that it considers safety as the most important factor in traffic signal control. LHOVRA improves safety and the quality of traffic, especially on the major road. LHOVRA has been a used as a pattern for the current Finnish control strategy described in the next section.
Because the control methods described above do not use effectively all the available information, because variation in queue discharge gaps makes the implementation of theoretically optimal parameters inefficient, and because the optimal traffic-responsive control strategies are different for different traffic conditions, research was early directed toward optimizing strategies. See Heydecker (1990) and Bell (1990) for short reviews. The structure of the process is similar to the one presented in Figure 3.5. As compared to the simple demand-responsive methods described above, the traffic models and control logics in optimizing strategies are more advanced.

The algorithm of Miller (1965) calculates at regular intervals delay estimates for changing the signals and for keeping the current state of signals. The signals are left unaltered unless it appears that the least delay will result from an immediate change. A detector placed about 100 m (300 ft) back from the stop line gives arrival information about 8–10 seconds in advance. van Zijverden & Kwakernaak (1969) have described a similar control method based on the minimization of estimated future delays. Bång (1976) extended the objective function to include the cost of both delays and stops. The British MOVA (Vincent & Young 1986, Peirce & Vincent 1989) and Swedish SOS (Kronborg, Davidsson & Edholm 1997) systems are further developed applications of the Miller algorithm.

In the last decades the details is queue, platoon, coordination, filtering, and prediction modeling in adaptive urban traffic control have been further developed (Baras, Dorsey & Levine 1979, Baras, Levine, Dorsey & Lin 1979, Baras, Levine & Lin 1979, Olszewski 1990). Optimization software, such as Transyt (Robertson 1969), has been applied in some traffic-responsive algorithms for urban traffic control (Baras & Levine 1979). Another approach has been the application of dynamic programming (Bellman 1957).

The best known implementation of an optimized coordinated signal control system based on cyclic flow profiles and Transyt-type optimization is SCOOT (Hunt, Robertson, Bretherton & Winton 1981, Hunt, Robertson, Bretherton & Royle 1982a, Hunt, Robertson, Bretherton & Royle 1982b). SCOOT has also been installed on isolated intersections (Carden & McDonald 1985). Like the British SCOOT, also the Australian SCAT method (Sims 1979, Lowrie 1982) adopts frequent but small changes in control parameters to meet fluctuating traffic demand. Unlike SCOOT, which is a centralized system, SCAT allows phase optimization in local traffic-actuated controllers (Luk 1984).—Rosdolsky (1973) suggested a local control algorithm for global signal coordination. He assumed the results to be valid for light traffic, but did not claim the algorithm to be suitable for implementation in the field.

Demand-responsive control algorithms are implementations of optimization problems. Michalopoulos & Stephanopoulos (1979) has suggested a delay minimizing algorithm with queue-length constraints for critical intersections, which saturate frequently. Dynamic programming with some simplifications has been suggested in many published research reports (Betró, Schoen & Speranza 1987, Gartner 1983, Chen, Cohen, Gartner & Liu 1987). A continuous-time formulation of optimal group-based traffic-responsive control as a non-linear binary mixed integer programming problem has been presented by Heydecker (1990). Also fuzzy control of traffic signals has received attention and some applications in recent years (Pursula & Niittymäki 1996, Niittymäki 1998, Mäenpää 2000, Niittymäki 2002).

For a recent overview of traffic signal control strategies see Smith, Clegg & Yarrow (2001). An overview from a Finnish perspective has been presented by Eloranta (1998). As this discussion has revealed, numerous optimizing control methods have been im-
implemented, and even more suggested in research papers. Also, the current implementations of gap-seeking algorithms, such as LHOVRA, are very advanced. This presents a challenge for a performance analysis of traffic-responsive signal control. Before a discussion of these methodologies it is appropriate to give a more detailed description of the Finnish traffic signal control practice.

### 3.2.3 Traffic-responsive control in Finland

In Finland, the most usual controller type is a fully actuated controller, especially at isolated intersections. Green intervals for each signal group are started and extended by the current demand. The actuated controller receives detection every time a vehicle passes a detector. When a controller receives information of approaching vehicle, it extends the green phase with a unit extension interval, which is defined separately for each detector. The unit extension is defined in such a way that the approaching vehicle has enough time to get to the next detector. When passing the second detector, a new extension is started.

![Typical detector configuration on the major approach of an isolated intersection](image)

A green interval, once it is started, lasts at least a minimum green time and does not extend beyond a maximum green time, assuming that there is demand for green of conflicting signal groups. Minimum green time is usually related to the safety aspects (for example time needed for pedestrians to cross the street at the same phase). Maximum green time is needed to avoid too long cycle lengths during high demand.

The functions of traffic-responsive control are divided into two groups: minimum functions and quality improving functions (Kehittämiskeskus 1996, Tervala & Appel 1987). Minimum functions improve safety and guarantee an acceptable quality of progression. As far as possible, these functions are implemented at every intersection having traffic-responsive control. The *minimum functions* are:

1. **Queue discharge**
   
   (a) The green interval is extended so that the queue accumulated during the red time can discharge during the following green time. Green is extended until the time gap between vehicles indicates that the queue has discharged or until the maximum green is reached.

   (b) Executed by a passage+presence detector (D₁) near the stop line.
2. Option zone clearance

(a) Option zone is the area of upstream direction, where two drivers may decide to stop or continue, when the green is terminated. Different decisions may cause rear-end collisions, which can be reduced by clearing the option zone from approaching vehicles.

(b) Accomplished by monitoring the arriving vehicles with passage detectors at the beginning of the option zone (D₃) and in the option zone (D₂). See Figure 3.8.

(c) Main requirement of traffic safety.

![Figure 3.8: Option zone clearance using two passage detectors. Adapted from Kehittämiskeskus (1996).](image)

3. Initial green extension

(a) A driver, who sees the signal switch to green, may presume that he/she can pass the intersection within this phase. However, short minimum green may terminate before the driver reaches a detector, and the risk of red-run offences increases.

(b) Executed by the most distant detector (D₄) from the stop line (Figure 3.9).

(c) Safety requirement on high speed roads (60-70 km/h).

4. Short red-rest interval prevention

(a) Actuated signal control initiates a red rest mode if no demand (detection) exists neither on the observed signal group nor its conflict groups. To prevent a vehicle from stopping because of a red rest interval, the green phase is started soon enough before the vehicle has to brake.

(b) Executed by a detector (D₄) far enough from stop line (Figure 3.10). Speed limit and the time required to return back to green define the distance of the detector.
(c) Quality-of-flow and safety requirement during low traffic demand.

Figure 3.10: Detectors for red rest type control. Adapted from Kehittämiskeskus (1996).

Figure 3.11 displays typical detector locations for the minimum functions. The *quality-improving functions* are mostly used on high-class arterial roads, like arterial streets and beltways of major cities. In addition to (or even instead of) the average delays, the quality-improving functions try to decrease the number of vehicle stops especially on the major direction. The quality-improving functions are:

1. Green reservation

   (a) When a vehicle passes the most distant detector (D₄), the green for the major flow is reserved (Figure 3.12). The signal switches to green, when the vehicle reaches the option zone (D₃). During the reservation period, the minor roadway green will not be initiated.

   (b) Vehicles behind detector D₄ must not reach breaking distance during a minimum green in the minor roadway.

   (c) Improves quality of flow on the major roadway during low traffic demand.
2. Green extension for approaching platoons

(a) The green phase is extended, if there is three or more vehicles arriving within a six-second time gap (Figure 3.13). If “option zone clearance” is in effect, the extension for platoons is not initialized.

(b) Executed by the most distant major roadway detectors (D4).

(c) Reduces the percent stopped vehicles on the major roadway.

3. Heavy-vehicle and public-transport priority

(a) Heavy vehicles are detected so far that they do not reach the breaking distance during minimum minor green interval. Depending on the moment of HV-detection, the green interval is extended or started earlier. For public transport, an extra phase can also be added to the cycle.

(b) Executed by special detectors (D4) in the major roadway.

(c) Reduces the stops and delays of heavy vehicles, including buses. Reduces delays for other vehicles on the major roadway by reducing the number of heavy vehicles slowly accelerating from the stop line.
4. Directional termination of green

(a) After a specified green time the major roadway signal groups are switched red independently. An extension on one direction does not extend the green on the other direction. Makes safe green phase termination easier, which reduces the number of realized maximum greens and shortens the average cycle lengths.

(b) Reduces the delays of minor flow by shortening the cycle length and improves safety on major direction.

5. Yellow change interval extension

(a) If the option zone has no vehicles that would cross the stop line during the yellow change interval, a very short yellow signal is displayed (Figure 3.14).

(b) Executed by detectors at the beginning and at the end of option zone (D2 and D3).

(c) Reduces the lost time between green phases.
6. Red clearance extension
   (a) Intergreen time is extended, if the option zone detector \((D_2)\) closer to the stop line detects a vehicle during the yellow change interval (Figure 3.14).
   (b) Safety function that reduces the risk of red-run accidents.

7. Different delay, stopping and cost optimization algorithms, not in common use.

Figure 3.15 displays typical detectors for both minimum and quality-improving functions. Other special features of Finnish signal controllers are parameters such as

- **Green initialization.** Options: own (detector) request, fixed request, request from another signal group, request from another signal group in the same phase, initialize if no conflicts, special request.

- **Green initialization offset.** Green initialization is delayed until a specified signal group has switched green. If the leading group does not have a request as the delayed group turns green, no initialization offset is executed. If the initialization offset is prohibitive, the green initialization for the leading group is not allowed if the request occurs while the delayed group is already green. If the initialization offset is permissive, the leading group is allowed to initialize green, even when the request occurs during the green of the delayed group.

- **Initialization of maximum-green counting.** Options: green start, conflicting request during the green, phase start, conflicting request during the phase.

- **Green termination after detector extensions.** Options: Stay green until the beginning of conflicting green, terminate at conflicting demand, terminate immediately after extensions, extend to maximum green.

- **Termination extension;** i.e., additional extension at the end of green. Options: fixed extension, traffic-actuated extension, fixed + traffic-actuated extension.

- **Rest state.** Options: green, no change, red.

Other parameters include the intergreen times, minimum and maximum greens, and detector functions, such as unit extension and gap-reduction parameters.

In Finland traffic-responsive control, with some limitations, is used also in coordinated control (Sane 1986, Luttinen 1994). All functions cannot be applied, because coordinated signals require more or less fixed green starts and similar cycle and green times between intersections. The main principle is to set fixed requests for green in the coordinated (major) direction, while the minor direction gets green only when true demand exists. The initialization of green on the major roadway is restricted to a short time period. Green termination is adjusted by green extensions within a larger time period, but with more limited freedom than in isolated control. In other words, the minor roadway green is started only if demand exists and terminating the major roadway green will not disturb the coordination of major flow. The queue discharge and option zone clearance functions are used. Platoon extensions and heavy-vehicle priorities may also be used, if necessary and possible.

In recent years fuzzy control methods have been developed (Pursula & Niittymäki 1996, Niittymäki 1998, Niittymäki 2002). The research has been mainly focused on the development of control algorithms and their evaluation by simulation with a few field implementations (Mäenpää 2000).
Figure 3.15: Detectors for minimum and quality-improving functions. Adapted from Kehit-tämiskeskus (1996).
4 DELAY ESTIMATION

4.1 Definitions

The most important performance measure for traffic signal control is delay. It can be defined in various ways, the most common of which are (Fig. 2.5, page 28):

1. Stop delay
2. Time-in-queue delay
3. Control delay

Stop delay is the time that a vehicle spends stopped and waiting for the red signal to turn green. Time-in-queue delay starts when a vehicle stops at the end of a queue and ends when the vehicle passes the stop line.—Leutzbach & Köhler (1974) called the three delays i) stopped time, ii) waiting time, and iii) operational delay time.

The delay due to the traffic signal control is called control delay. It is the difference between the actual time taken for a vehicle to traverse a road section affected by traffic signals and the time it would have taken to traverse the same road section if there would have been a green signal and no queuing at the intersection (fig. 2.5). The control delay consists of three components:

1. Deceleration delay ($W_d$)
2. Stop delay ($W_s$)
3. Acceleration delay ($W_a$)

Deceleration (acceleration) delay is the time lost due to deceleration (acceleration). A vehicle in a queue may also have an additional delay due to the queue move-up time.

Geometric delay is the time lost due to the intersection geometry. If there is no control delay, geometric delay is the time lost due to deceleration and acceleration required when traversing the intersection, as compared to traversing a comparable straight road section. Geometric delays may be large for turning movements.

Geometric delay depends on the control delay: The deceleration due to signal control or yielding to other traffic streams may compensate the deceleration required by the intersection geometry. If a vehicle has to stop at red signal, no additional deceleration due to intersection geometry is required.—Total delay of a vehicle is the sum of control delay and geometric delay.

The performance of a signalized intersection is often described in terms of level of service (LOS). The LOS classification in HCM has six categories (A-F), which are defined by the average control delay per vehicle. Category A describes a situation with extremely favorable traffic flow progression. Category F describes unacceptable conditions, which usually occur when the traffic demand exceeds capacity ($\rho > 1.0$).

The critical delays of each category according to Finnish Traffic Signal Handbook (Kehittämiskeskus 1996) and HCM2000 are presented in table 4.1.

The critical values in HCM2000 are control delays. Finnish guidelines follow the critical values in the 1985 HCM (Transportation Research Board 1985), which uses average stop delay as a service measure. Stop delay is assumed to be 77% of the control delay (Hurdle 1984, Akçelik 1988).
Table 4.1: Level-of-service criteria according Finnish and American planning standards

<table>
<thead>
<tr>
<th>Level of service</th>
<th>Finnish guidelines</th>
<th>HCM2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>≤ 5</td>
<td>≤ 10</td>
</tr>
<tr>
<td>B</td>
<td>5–15</td>
<td>10–20</td>
</tr>
<tr>
<td>C</td>
<td>15–25</td>
<td>20–35</td>
</tr>
<tr>
<td>D</td>
<td>25–40</td>
<td>35–55</td>
</tr>
<tr>
<td>E</td>
<td>40–60</td>
<td>55–80</td>
</tr>
<tr>
<td>F</td>
<td>&gt; 60</td>
<td>&gt; 80</td>
</tr>
</tbody>
</table>

4.2 Fluid analogy model

4.2.1 Equilibrium conditions

Let us assume that vehicles arrive at an intersection at arrival rate \( q(t) \). The cumulative number of arrivals is

\[
A(t) = \int_0^t q(u)\,du. \tag{4.1}
\]

If the arrival rate is constant, the cumulative arrival curve is linear: \( A(t) = qt \) (Fig. 4.1). Cumulative demand is the number of arrivals plus the initial queue at the beginning of the observation period (Gazis & Potts 1965):

\[
A'(t) = L(0) + A(t). \tag{4.2}
\]

The cumulative number of departures is

\[
D(t) = \int_0^t d(u)\,du, \tag{4.3}
\]
where $d(t)$ is the departure rate. During the red interval of length $r$ no vehicles depart the intersection; that is

$$d(t) = 0, \quad 0 < t \leq r$$

$$D(t) = 0, \quad 0 < t \leq r.$$  \hspace{1cm} (4.4)

When the effective green starts at $t = r$, the queue starts to discharge at saturation flow rate $s$:

$$d(t) = s, \quad r < t \leq t_0$$

$$D(t) = \int_r^t s \, du = s(t - r), \quad r < t \leq t_0,$$  \hspace{1cm} (4.5)

where $t_0$ is the time when the queue has discharged. After $t_0$, vehicles discharge without delay:

$$d(t) = q(t), \quad t_0 < t \leq c$$

$$D(t) = A(t), \quad t_0 < t \leq c,$$  \hspace{1cm} (4.6)

assuming that $t_0 < c$ and $q(t) \leq s$.

The length of the queue (in vehicles) is the initial queue $L(0)$ at $t = 0$ plus the difference between cumulative arrivals and departures. Assuming a constant arrival rate $q \leq sg/c$ the queue length is (Newell 1965)

$$L(t) = L(0) + A(t) - D(t) = \begin{cases} L(0) + qt, & \text{if } 0 < t \leq r \\ L(0) + qt - s(t - r), & \text{if } r < t \leq t_0 \\ 0, & \text{if } t_0 < t \leq c. \end{cases}$$  \hspace{1cm} (4.7)

This is a simplification of reality. The vehicles are assumed to form a vertical stack on the stop line. Real queues are always longer than predicted by this model, because vehicles reach the end of queue before they reach the stop line (Hurdle 1984).

The queue has discharged at time $t_0$, when the number of arrivals is equal to the number of departures (Newell 1965)

$$L(t_0) = L(0) + A(t_0) - D(t_0) = L(0) + qt_0 - s(t_0 - r) = 0;$$  \hspace{1cm} (4.8)

that is,

$$t_0 = \frac{L(0) + sr}{s - q}.$$  \hspace{1cm} (4.9)

The number of stops per cycle is

$$N_S(c) = L(0) + A(t_0) = L(0) + qt_0.$$  \hspace{1cm} (4.10)

(cf. Cronjé 1983).

The capacity of the approach is the saturation flow rate multiplied by the effective green-time fraction:

$$C = \frac{sg}{c}.$$  \hspace{1cm} (4.11)

The system is in equilibrium if $L(0) = 0$ and $t_0 \leq c$, that is $q \leq C$, in which case the queue discharges before the effective red interval begins. All cycles are similar, so that $L(t) \equiv L(t \mod c)$.

During a differential time interval $(t, t + dt]$ the total delay is $L(t) \, dt$. The total uniform delay during the cycle length $c$ is equal to the area of the triangle in figure 4.1.
The average uniform delay per vehicle can be obtained by dividing the total uniform delay by the number of arriving (and departing) vehicles during the cycle (Newell 1965):

\[ w_u = \frac{\int_0^c L(t) \, dt}{\int_0^c q(t) \, dt} = \frac{W_u(c)}{q_c} = \frac{r^2}{2 \left( 1 - \frac{q}{s} \right)} \sqrt{\frac{1}{\rho} - \frac{1}{s}}, \quad q \leq \frac{sg}{c}. \tag{4.13} \]

where

\[ \rho = \frac{qc}{sg} = \frac{q}{C} \] \tag{4.14}

is the demand-to-capacity ratio; i.e., degree of saturation. Accordingly, the average delay is a function of the cycle length \( c \), the degree of saturation \( \rho \), and the proportion \( g/c \) of effective green in the cycle.

### 4.2.2 Oversaturated conditions

If arrival rate exceeds capacity, the intersection is oversaturated. The number of arrivals during cycle \( i \in \mathbb{N} \) is \( A_i = A[ic] - A[(i-1)c] \). For a constant arrival rate \( A_i = qc \). The departure rate is \( s \) during the entire green interval, so that \( D(t+c) - D(t) = D(c) = sg \).

If the queue length at the end of cycle \( i \) is \( L_i \), the queue at the end of the next cycle is \( L_{i+1} = L_i + A_{i+1} - D(c) = L_i + A_{i+1} - sg \) (Akçelik 1980). Because in oversaturated conditions \( A_{i+1} > D(c) \), the system is in a nonequilibrium state, and the queue length increases cycle by cycle, \( L(t+c) > L(t) \).

Figure 4.2 displays a case where demand flow rate instantaneously increases above the capacity at the beginning of a cycle. The capacity curve \( C(t) \) is not the saw-toothed departure curve \( D(t) \), but a straight line with slope \( C \), so that the area between \( A(t) \) and \( C(t) \) curves is the overflow delay (Gazis & Potts 1965).

The total delay has two components: uniform delay (gray triangles between capacity and departure curves) and overflow delay (light gray area between arrival and capacity curves). For the estimation of overflow delay only the initial queue \( L(0) \), arrival flow rate \( q(t) \), and capacity \( C \) need to be known. A special strength of this approach is that the same approach can be applied to the estimation of overflow delay at different kinds of facilities, such as freeways (May & Keller 1967) and unsignalized intersections (Kimber, Marlow & Hollis 1977).

The average uniform delay is half of the red interval (Hurdle 1984), as obtained by substituting \( \rho = 1 \) into equation (4.13):

\[ w_u = \frac{c \left( 1 - \frac{g}{c} \right)^2}{2 \left( 1 - \frac{g}{c} \right)} = \frac{r}{2}. \tag{4.15} \]

In a general form the equation can be expressed as (Fambro & Rouphail 1997)

\[ w_u = \frac{c \left( 1 - \frac{g}{c} \right)^2}{2 \left( 1 - \min(\rho, 1) \frac{g}{c} \right)}. \tag{4.16} \]
The overflow queue is

\[ L_o(t) = L(0) + A(t) - C(t), \]  

assuming that the overflow condition continues during the whole time interval (cf. Catling 1977):

\[ \forall u \in (0, t]: L(0) + A(u) - C(u) > 0. \]  

If the overflow period starts at \( t = 0 \), there is no initial queue, and \( L_o(t) = A(t) - C(t) \). For a constant arrival rate and capacity the overflow queue is \( L_o(t) = t(q - C) = Ct(\rho - 1) \). If the overflow queue at time instant \( t_1 \) is \( L_o(t_1) \), the overflow queue at \( t_2 > t_1 \) is

\[ L_o(t_2) = L_o(t_1) + A(t_2) - A(t_1) - C(t_2) + C(t_1) = L_o(t_1) + C(\rho - 1)(t_2 - t_1), \]  

assuming constant arrival rate and capacity. Under condition (4.18) the equation holds also for \( \rho < 1 \).

The overflow delay (Figure 4.3) during interval \((0, t]\) is the area between the cumulative arrival curve and the capacity curve (Gazis & Potts 1965, May & Keller 1967):

\[ W_o(t) = \int_0^t L_o(u) \, du = \frac{t^2}{2}(q - C) = \frac{Ct^2}{2}(\rho - 1). \]  

This delay includes the overflow delay accumulated until \( t \), that is the overflow delay 0PQ of vehicles \( C(t) \) and the overflow delay PQR of vehicles \( A(t) - C(t) \) accumulated up to time \( t \). Because the delay is based on the measurement of queue lengths, this approach is called the \textit{queue-sampling method}. Delay estimation based on the measurement of individual vehicle delays is called the \textit{path-trace method} (Rouphail & Akçelik 1992).

The average overflow delay per vehicle (Fig. 4.4) based on queue sampling is obtained by dividing the above equation by \( Ct \) (Neuburger 1971, Hurdle 1984):

\[ \bar{w}_o(t) = \frac{W_o(t)}{Ct} = \frac{t}{2}(\rho - 1). \]  

The method overestimates the average overflow delay, because it includes also the delay PQR.
The average delay is directly proportional to $t$. As the length of the oversaturation period increases, the curve becomes steeper, and in the limit becomes vertical, as time approaches infinity. The average overflow delay during time interval $(t_1, t_2]$ is

$$w_o(t_1, t_2) = \frac{\int_{t_1}^{t_2} L_o(u) \, du}{C(t_2 - t_1)} = \frac{(t_2^2 - t_1^2)(q - C)}{2C(t_2 - t_1)} = \frac{t_1 + t_2}{2} (\rho - 1).$$

The overflow queue length at $t_1$ is $L_o(t_1) = C(t_1(\rho - 1)$. If the initial overflow queue length is $L_o(0)$ and condition (4.18) holds, the average overflow delay during $(0, t]$ is obtained from the equation above as

$$w_o(t) = \frac{L_o(0)}{C} + \frac{t}{2} (\rho - 1).$$

Rouphail & Akçelik (1992) calculate the average overflow delay per arriving vehicle, which gives

$$w_o'(t) = \frac{W_o(t)}{qt} = \frac{t(\rho - 1)}{2\rho}.$$

This method underestimates the average delay, because only part of the delay is attributed to the $Ct(\rho - 1)$ vehicles.

At oversaturated conditions the queues increase in length cycle by cycle, and the system does not reach equilibrium. In the extreme, after infinite time, there will be an infinite queue. The analysis of equilibrium conditions is apparently implausible, when the system is oversaturated. There will be available neither infinite time for queue accumulation nor infinite space for the queues. Severe oversaturation has also an impact on traffic demand, as some traffic redistributes into the surrounding network and avoids the oversaturated intersection (Kimber et al. 1977). Consequently, oversaturation is always a peaked phenomenon lasting only for a limited length of time (Neuburger 1971, Yagar 1977).
The discussion above provides some tools for the analysis of an oversaturation during a peak period. In order to estimate the delay during a peak period we need to know the maximum flow rate and the shape of the demand pattern. May & Keller (1967) suggested triangular or trapezoid shaped demand patterns (Fig. 4.5). Kimber & Hollis (1978) defined a low-definition (rectangular) and a high-definition (piecewise constant) pattern.

Let us assume a rectangular demand pattern with peak flow $q_p > C$ lasting for time $t_p$, after which the flow rate decreases to $q$. The time $(0, t_p]$ is the peak period. There is no initial queue, $L(0) = 0$, in the system. During the time interval $(0, t_p]$ the overflow queue increases at rate $C(\rho_p - 1)$ and reaches its maximum $L_o(t_p) = C t_p (\rho_p - 1)$, where $\rho_p = q_p / C > 1$ is the degree of saturation during the peak period (Fig. 4.6). After $t_p$ the queue length decays at rate $C(\rho - 1)$, where $\rho < 1$ is the degree of saturation after the peak period (Kimber & Hollis 1978). The overflow queue is

$$L_o(t) = \begin{cases} 
C t (\rho_p - 1), & \text{if } 0 < t \leq t_p \\
L_o(t_p) - C(t - t_p)(1 - \rho), & \text{if } t_p < t \leq t_o \end{cases} \quad (4.27)$$

The overflow period ends at $t_o$, when the overflow queue vanishes:

$$L(t_o) = L_o(t_p) - C(t_o - t_p)(1 - \rho) = 0. \quad (4.28)$$
The length of the overflow period is determined by the length of the peak period and the degree of saturation during and after the peak period (see Kimber & Hollis 1978):

\[ t_0 = t_p + \frac{L_o(t_p)}{C(1 - \rho)} = \frac{(\rho_p - \rho)t_p}{1 - \rho}. \quad (4.29) \]

This result can also be obtained more directly by equating the number of overflow vehicles to the capacity during time interval \((0, t_0]\) (Rouphail & Akçelik 1992):

\[ q_p t_p + q(t_0 - t_p) = Ct_o. \quad (4.30) \]

Figure 4.6: Overflow delay due to a rectangular peak flow pattern

Total overflow delay is the area of the triangle in Figure 4.6 (cf. Kimber & Hollis 1978):

\[ W_o = \int_0^{t_o} L_o(t) \, dt = \frac{Ct_o^2(\rho_p - 1)(\rho_p - \rho)}{2(1 - \rho)}. \quad (4.31) \]

Since the queue increases and decreases in a linear fashion the average queue length during time interval \((0, t_o]\) is half the maximum queue length of \(L_o(t_p)\) (Neuburger 1971), and the delay is

\[ W_o = \frac{t_o}{2} L_o(t_p). \quad (4.32) \]

Because the delay includes the area of the total triangle, the results for both queue-sampling and path-trace methods agree, and the bias in the average overflow delay disappears.

The average overflow delay per vehicle is obtained by dividing the total overflow delay with the number \(Ct_o\) of vehicles experiencing overflow delay:

\[ w_o = \frac{W_o}{Ct_o} = \frac{L_o(t_p)}{2C} = \frac{t_p}{2} (\rho_p - 1). \quad (4.33) \]

The same result can also be derived using the Little’s formula, which states that the average queue length is equal to the product of average waiting time and the arrival rate (Little 1961). Because during the interval \((0, t_o]\) the average queue length is \(L_o(t_p)/2\), and the average arrival rate to the overflow queue is equal to the departure rate (capacity), we obtain

\[ w_o = \frac{L_o(t_p)}{2C} = \frac{t_p}{2} (\rho_p - 1). \quad (4.34) \]

As equation (4.21) shows, this delay is equal to the average queue sampling delay during time interval \((0, t_p]\).
The average overflow delay does not depend on the degree of saturation after the peak. Because the average overflow queue length \( L_o(t_p)/2 \) does not change with \( \rho \), the delay per vehicle does not increase, although \( \rho \) increases. The time period of higher average delays, however, becomes longer.

The equation above gives the average overflow delay per vehicle during the overflow period \((0, t_o]\). Kimber & Hollis (1978) have attributed the excess delay to the vehicles \( A(t_p) = C\rho t_p \) of the peak itself:

\[
w_o = \frac{W_o}{C\rho t_p} = \frac{t_p(\rho_p - 1)(\rho_p - \rho)}{2\rho(1 - \rho)}. \tag{4.35}
\]

One should be careful, if this average delay is used to estimate the total overflow delay. The total average delay during the overflow interval \((0, t_o]\) is the sum of average uniform and overflow delays:

\[
w = w_u + w_o = \frac{1}{2}[r + t_p(\rho_p - 1)]. \tag{4.36}
\]

Figure 4.7 displays the average deterministic delay per vehicle for a 15-minute peak period when cycle length is 100 s and green interval 50 s. For \( \rho \leq 1 \) the figure describes steady state conditions. For \( \rho > 1 \) the observation period is equal to the overflow period \((0, t_o]\). It is assumed that the accumulation rate of the uniform delay is constant. The results are theoretically accurate only when the overflow period is a multiple of the cycle length \((i \in \mathbb{N}; t_o = ic)\).

![Figure 4.7: Average deterministic delay per vehicle for a 15-minute peak period when cycle length is 100 s and green interval 50 s](image)

If the time period observed \((0, t]\) includes both the entire overflow period and noncongested time periods, the average delay should be calculated as

\[
w = \frac{W_u + W_o}{A(t)}. \tag{4.37}
\]

If the time period includes only part of the overflow period a conscious decision should be made as to which vehicles the excess delay is attributed. The average delay based
on queue sampling is
\[
w = \frac{\int_0^t L_u(y) + L_o(y) \, dy}{A(t)},
\]
(4.38)
where \(L_o(t)\) is the steady state length of the queue (dark triangles in figure 4.2). The calculations should consider the initial queue at the start of the analysis period. Rouphail & Akçelik (1992) have discussed the delay estimates based on the path-trace method.

### 4.3 Effect of random arrivals

The fluid analogy model does not consider the random nature of the arrival process. Even under stationary conditions, when the average arrival rate does not change, the number of arrivals during the effective red and green intervals changes from cycle to cycle. At low degrees of saturation this random effect does not play a large role. As the degree of saturation approaches unity, the demand on some cycles exceeds the cycle capacity (Haight 1959). This random overflow causes excess delay, which the fluid analogy model does not consider (Hurdle 1984).

Webster (1958) estimated the random effect referring to a M/D/1 queuing system, where the arrival process is Poisson and the customers are served by one server having constant service times. He used the Pollaczek-Khintchine equation as presented in the classic paper of Kendall (1951). According to this equation the expected waiting time of customers in a M/G/1 queuing system with Poisson arrivals (interarrival times follow the negative exponential distribution) and one server with service times following some general distribution is
\[
w_G = \frac{\rho \tau}{2(1 - \rho)} \left(1 + \frac{\sigma^2}{\tau^2}\right),
\]
(4.39)
where \(\tau\) is the mean and \(\sigma^2\) is the variance of service times, \(\rho = \lambda \tau\) is the server utilization factor, and \(\lambda\) is the average arrival rate.

In an M/D/1 queuing system the service times are constant \((\sigma^2 = 0)\), and the expected waiting time is
\[
w_D = \frac{\rho \bar{\tau}}{2(1 - \rho)} = \frac{\rho^2}{2\lambda(1 - \rho)}.
\]
(4.40)
In traffic signals the average service time is \(\tau = c/sg\), and the utilization factor is \(\rho = qc/sg\), which is equal to the demand-to-capacity ratio \((q/C)\). In traffic engineering notation the equation can be expressed as
\[
w_D = \frac{\rho^2}{2q(1 - \rho)} = \frac{\rho}{2C(1 - \rho)}.
\]
(4.41)
The expected waiting time approaches zero at low degrees of saturation and increases to infinity as the degree of saturation approaches unity. The equation has the form (Li, Rouphail & Akçelik 1994, Fambro & Rouphail 1997)
\[
w_D = \frac{\alpha \rho}{C(1 - \rho)},
\]
(4.42)
where \(\alpha\) is an adjustment factor for the effect of randomness. For a uniform arrival process \(\alpha = 0\), and for Poisson arrivals \(\alpha = 0.5\). Newell (1965, 1989, 1990) has suggested \(\alpha = (I_A + I_D)/2\), which is the mean of variance to mean ratios for the arrival and departure processes. In an M/D/1 process \(I_A = 1\) and \(I_D = 0\), and in the case of uniform arrivals \(I_A = I_D = 0\), which produce results consistent with the discussion above.
Webster (Webster 1958, Webster & Cobbe 1966) estimated the average delay in traffic signals at equilibrium conditions as the sum of uniform and random delays (Fig. 4.8):

\[ w = w_u + w_D = \frac{c \left( 1 - \frac{g}{c} \right)^2}{2 \left( 1 - \frac{q}{s} \right)} + \frac{\rho^2}{2q(1 - \rho)}. \]  (4.43)

He observed, however, that this sum slightly overestimated the control delay. This bias was corrected by a third term, estimated by simulation, leading to equation

\[ w = \frac{c \left( 1 - \frac{g}{c} \right)^2}{2 \left( 1 - \frac{q}{s} \right)} + \frac{\rho^2}{2q(1 - \rho)} - 0.65 \left( \frac{c}{q^2} \right)^{\frac{1}{3}} \rho^{2+5g/c}. \]  (4.44)

The correction term was generally in the range of 5 to 15 percent of the sum \( w_u + w_D \).

For practical purposes the control delay was approximated as

\[ w = 0.9 \left[ \frac{c \left( 1 - \frac{g}{c} \right)^2}{2 \left( 1 - \frac{q}{s} \right)} + \frac{\rho^2}{2q(1 - \rho)} \right]. \]  (4.45)

To make the calculations even simpler Webster (1958) presented the equation as

\[ w = cA + \frac{B}{q} - C, \]  (4.46)

where the values for A, B, and C were presented in tables.

Figure 4.8: Uniform and random delay components for steady state signal control with cycle length 100 s, green interval 50 s, and capacity 1000 veh/h

Webster’s formula (4.44) does not have a solid theoretical foundation. It is a sum of average delays from two different processes, namely fluid-analogy model and M/D/1 queuing process, adjusted with a correction term. Many researchers have tried to derive the delay theoretically.
Wisten (Beckmann, McGuire & Wisten 1956) derived the average delay per vehicle in traffic signals with binomial arrivals as

\[ w = \frac{c - g}{c(1 - p)} \left( \frac{\mathbb{E}[L(0)]}{p} + \frac{c - g + 1}{2} \right). \]  

(4.47)

where \( p = q/s \) is the probability of an arrival during a short time interval \( \delta = 1/s \), and \( \mathbb{E}[L(0)] \) is the expected overflow queue length at the start of a red phase. The cycle length is \( c\delta \) and the length of the effective green phase is \( g\delta \).

Newell (1960) used the Wisten equation (4.47) and estimated the expected overflow queue at nearly critical arrival rate as

\[ \mathbb{E}[L(0)] = \frac{g(c - g)}{2c(g - pc)} \quad \text{for} \quad p \to \frac{g}{c}. \]  

(4.48)

For Poisson arrivals he estimated

\[ \mathbb{E}[L(0)] = \frac{g}{2(g - pc)} = \frac{g}{2(g - \frac{cq}{s})}. \]  

(4.49)

so that the average delay estimate for a nearly critical arrival rate was

\[ w = \frac{(c - g)^2}{2c(1 - p)} + \frac{c}{2(g - pc)} = \frac{(c - g)^2}{2c(1 - \frac{q}{s})} + \frac{1}{2} \left( \frac{g}{c} - \frac{q}{s} \right). \]  

(4.50)

Five years later Newell (1965) approximated the average delay as

\[ w = \frac{(c - g)^2}{2c(1 - \frac{q}{s})} + \frac{IH(\mu)}{2s \left( \frac{g}{c} - \frac{q}{s} \right)}. \]  

(4.51)

where \( I = I_A + I_D \), as explained above,

\[ H(\mu) = \frac{2\mu^2}{\pi} \int_0^{\pi/2} \tan^2 \theta \left[ -1 + \exp \left( \frac{\mu^2}{2 \cos^2 \theta} \right) \right]^{-1} d\theta, \]  

(4.52)

and

\[ \mu = \frac{sg - qc}{\sqrt{Ts}}. \]  

(4.53)

Darroch (1964) extended Wisten’s approach by assuming that vehicles arrive in batches of random size, and the batches are separated by time intervals following the negative exponential distribution. Departures were modeled as a discrete-time process. Darroch derived inequalities for the expected queue length and delay.

McNeil (1968) used a similar compound Poisson arrival model as Darroch (1964). The discharge headways were uniform, and the average delay was estimated as

\[ w = \frac{c - g}{2(1 - \rho)} \left( c - g + \frac{2 \mathbb{E}[L(0)]}{q} + \frac{1 + \frac{I_A}{1 - \rho}}{s} \right). \]  

(4.54)

Miller (1963) used the results of Wisten to obtain a model for average delay with any variance-to-mean ratio in the arrival pattern:

\[ w = \frac{1 - \frac{g}{c}}{2(s - q)} \left( sI_A(2\rho - 1) + s(c - g) + I_A - 1 + \frac{q}{s} \right). \]  

(4.55)
The number of arrivals at disjoint time intervals were assumed to be independent.

As this short overview shows, even for pretimed traffic signals many different formulas
have been proposed to estimate the average delay. No single method can be assumed
 to be “correct”, not even theoretically. More extensive overviews and comparisons
of these and other methods and their modifications have been presented by Routhail,
Tarko & Li (1997) and in the references below.

Allsop (1972) observed that the behavior of real traffic does not correspond closely
enough to any of the proposed arrival process models to warrant the very refined solutions
that have been obtained. In the comparisons presented by Hutchinson (1972) the
differences between the methods by Webster (4.44), Newell (4.51) and Miller (4.55)
were shown to be within the limits of accuracy in the measurement of delay and model
parameters (cf. Teply 1989). The use of an expression most convenient was suggested.
For arrivals with high variability ($I_A > 1$) the Webster model (4.44), however, underes-
timated the delay. According to Ohno (1978) and Cronjé (1983) Newell’s model (4.51)
is the most accurate of the models compared by Hutchinson (1972).

4.4 Delays at traffic-responsive signals

The earliest rigorous analysis of traffic-actuated traffic signals was presented by Gar-
wood (1940). He considered Poisson arrivals to traffic signals with predetermined
unit extension time and maximum green period. Darroch, Newell & Morris (1964)
also assumed Poisson arrivals, departure headways had any specified distribution, and
there was a random lost time for between the signal phases. Minimum and maximum
green intervals were not included in the model. They observed that the model was
very sensitive to the unrealistic features of the Poisson process. Dunne (1967) and
Potts (1967) used a discrete time model with binomial arrivals and zero-switch queue
strategy to analyze a two-phase traffic-actuated traffic signal. Newell (1969) and Newell
(1969) used fluid and diffusion queuing approximations to evaluate the performance of
traffic-actuated traffic signals at nearly congested conditions. Lehoczky (1972) studied
zero-switch queue strategy with an arrival process modeled as a Markov chain. For an
analysis of semi-actuated traffic signal control see e.g. Haight (1959) and Little (1971).

The theoretical formulations have been complicated and based on significant simplific-
ations of the control process. In particular, the models based on gap-seeking algorithms
are very sensitive to the properties of the arrival process (see Luttinen 1996). As an
alternative to the theoretical approach a modification of pretimed delay formulas has
been suggested.

Courage & Papapanou (1977) estimated the delay in traffic-responsive signals by modi-
fying the Webster equation (4.44). The degree of saturation for the random delay $w_D$,
equation (4.41), was calculated using maximum cycle length and maximum green time:

$$ w = w_U + w_D = \frac{c}{2} \left( 1 - \frac{g}{c} \right)^2 + \frac{x^2}{2g(1 - \rho^*)}, \tag{4.56} $$

where

$$ \rho^* = \frac{qc_{\text{max}}}{sg_{\text{max}}}, \tag{4.57} $$

and $c_{\text{max}}$ is the maximum cycle length and $g_{\text{max}}$ is the maximum effective green inter-
val for the observed lane group. They ignored the correction term.

Michalopoulos,
Papapanou & Binseel (1978) further developed the model as

\[ w = w_U + w'_D = b_1 w_U + b_2 w'_D + b_3 \frac{w'_D}{w_U^2} \]

(4.58)

Lin (1983) modified the green proportion \( g/c \) and the degree of saturation \( \rho \) in the Webster model by new coefficients \( (b_1, b_2) \):

\[
w = 0.9 \left( \frac{c \left( 1 - b_1 \frac{g}{c} \right)^2}{2 \left( 1 - b_1 b_2 \frac{q}{s} \right)} + \frac{(b_2 \rho)^2}{2q(1 - b_2 \rho)} \right).
\]

(4.59)

Traffic responsive signals include a large variety of systems. These cannot be easily characterized by one or a few parameters, and the differences between them may well be larger than the systematic difference between pretimed and traffic-responsive control (Swedish National Road Administration 1995).—An extensive literature review is provided by Rouphail, Tarko & Li (1997) as well as in the Appendix A of NCHRP project 3-48 final report (The University of Florida Transportation Research Center 1996).

### 4.5 Coordinate transformation method

As discussed above, oversaturation is always a peaked phenomenon lasting only for a limited length of time. For a peak period of limited length the average delay does not increase to infinity as the steady-state queuing model indicates. Consequently, the steady-state approach breaks down at high degrees of saturation (Rouphail, Tarko & Li 1997).

At degrees of saturation considerably above unity the queues are very large and the effects of random variation can be ignored (Yagar 1977). The average overflow delay approaches the deterministic overflow delay curve \( w_o \) presented above. On the other hand, for degrees of saturation considerably below unity the probability of overflow due to random fluctuations is very low, and the steady-state results appear to be plausible. When the degree of saturation is near unity the average delay is above the fluid analogy model but below the random model (see Hurdle 1984). According to Taale & van Zuylen (2001) the Webster formula (4.44) is valid only up to a degree of saturation of 0.9.

The stochastic nature of a peak period has been studied analytically by de Smit (1971) and Newell (1982). Chodur & Tracz (1984) used simulation. Haight (1963) used a transition matrix (Markov chain) for queue length probabilities. Brilon & Wu (1990) and Wu (1992) have developed the Markov-chain method to estimate delays at pretimed traffic signals under time-dependent conditions. The most commonly used approach is, however, based on a combination of a stationary random model and deterministic oversaturation model.

The average delay curve of the steady-state model approaches asymptotically the vertical line \( \rho = 1 \) (Fig. 4.8). If it is assumed that the average time-dependent random delay curve should approach the deterministic overflow curve, the new delay curve can be obtained by a coordinate transformation suggested by Kimber et al. (1977) and Catling (1977). Originally the method was applied in the Transyt program (Robertson 1969) by P. D. Whiting.

Let us assume that the degree of saturation is \( \rho > 1 \). The horizontal difference between the time-dependent delay curve and the deterministic overflow delay curve \( (w_o) \) is
$\rho_p - \rho$. The average deterministic overflow delay is

$$w_o(t) = \frac{t}{2}(\rho_p - 1). \quad (4.60)$$

This gives

$$\rho_p = \frac{2w_o(t)}{t} + 1. \quad (4.61)$$

Where the analysis period is either $t \leq t_o$ or $t = t_o$. If $t < t_o$ there is an initial overflow queue at the beginning of the next analysis period.

If the time-dependent delay curve approaches asymptotically the $w_o$ curve in the same way as the random delay curve $w_D$ approaches asymptotically the vertical line $\rho = 1$ (Fig. 4.9), then we have

$$1 - \rho_n = \rho_p - \rho. \quad (4.62)$$

![Figure 4.9: Coordinate transformation](image)

The degree of saturation $\rho_n$, which produces the same average delay in stochastic steady state analysis as $\rho$ in the stochastic time-dependent analysis, is

$$\rho_n = \rho - (\rho_p - 1) = \rho - \frac{2w_o(t)}{t}. \quad (4.63)$$

Because the average deterministic overflow delay $w_o(t)$ at $\rho_p$ is equal to the time-dependent delay $w_t$ at $\rho$ as well as the stochastic steady state delay $w_D$ at $\rho_n$, the time-dependent random delay component can be written as

$$w_t = \frac{\alpha \rho_n}{C(1 - \rho_n)} = \frac{\alpha}{C} \left( \rho - \frac{2w_o(t)}{t} \right). \quad (4.64)$$

(The parameter $t$ is not displayed with $w_t$ in order to keep the symbols simple.) We obtain

$$\frac{2}{t} w_t^2 \left( \rho - 1 - \frac{2\alpha}{Ct} \right) w_t - \frac{\alpha \rho}{C} = 0. \quad (4.65)$$


$$w_t = \frac{t}{4} \left( \rho - 1 - \frac{2\alpha}{Ct} + \sqrt{\left( \rho - 1 - \frac{2\alpha}{Ct} \right)^2 + \frac{8\alpha \rho}{Ct}} \right). \quad (4.66)$$
The negative branch of the solution has no physical significance (Kimber & Hollis 1979). In the M/D/1 queuing model $\alpha = 1/2$, and the equation becomes

$$w_1 = \frac{t}{4} \left( \rho - 1 - \frac{1}{Ct} + \sqrt{\left( \rho - 1 - \frac{1}{Ct} \right)^2 + \frac{4\rho}{Ct}} \right).$$

(4.67)

Figure 4.10 displays the steady state random delay, time-dependent delay and deterministic overflow delay for an overflow period generated by a five-minute peak period.

![Figure 4.10](image)

*Figure 4.10: Steady-state random delay, transformed time-dependent delay and deterministic overflow delay of an overflow period generated by a five-minute peak period, when cycle length is 100 s, green time 50 s, and capacity 1,000 veh/h

The total average control delay is

$$w = w_u + w_1.$$  

(4.68)

Catling (1977) used equation $w = w_0 + w_r$, where $w_0 = 0.5c(1 - g/c)^2$ is the average delay under very low flow conditions (see also Shawaly, Ashworth & Laurence 1988). $w_0$ is obtained from equation (4.13) by setting $\rho = 0$. This approach does not, however, consider the increase in uniform delay due to high degrees of saturation. As Hurdle (1984) remarks, the coordinate transform method is not a result of any detailed analysis of queue behavior. The only justifications for the method is that it provides a smooth transition from steady-state analysis to time-dependent analysis in a way that satisfies the intuitive ideas of what ought to happen. Also, the method does not consider the length of the overflow-queue discharge process following the peak period. Akçelik (1988) has generalized the 1985 HCM (Transportation Research Board 1985), Australian (Akçelik 1981) and Canadian (Teply, Allingham, Richardson & Stephenson 1995) formulas for time-dependent delay as

$$w_r = 900t\rho^{a_1}\left( \rho - 1 + \sqrt{(\rho - 1)^2 + \frac{a_2(\rho - \rho_0)}{Ct}} \right).$$

(4.69)

where $t$ is the length of the analysis period (in hours), $a_1$ and $a_2$ are calibration parameters, and $\rho_0$ is the degree of saturation below which the average overflow queue is
approximately zero. The $2\alpha/(Ct)$ term in equation (4.65) is ignored. Burrow (1989) rewrote the equation in a more general form

$$w_t = 900T\rho^n \left( \rho - 1 + b_1 + \sqrt{(\rho - 1)^2 + \frac{m(\rho + b_2)}{Ct}} \right),$$  \hspace{1cm} (4.70)

where $b_1$ and $b_2$ are additional parameters consistent with equation (4.66).

For a more extensive overview of the coordinate transformation method see Rouphail, Tarko & Li (1997).

### 4.6 Delay in HCM2000

The service measure in HCM2000 (Transportation Research Board 2000) is control delay (Table 4.1). The average control delay per vehicle is

$$w = w_u f_p + w_i + w_q,$$  \hspace{1cm} (4.71)

where $w_u$ is the uniform control delay (4.16), $f_p$ is uniform delay progression adjustment factor, $w_i$ is incremental delay (4.73), and $w_q$ is initial queue delay. This approach has been called the generalized delay model. The method was essentially presented already in the 1997 HCM (Transportation Research Board 1998). HCM2000 introduced only minor modifications.

The progression adjustment factor is

$$f_p = \left( \frac{1 - P_g}{1 - \frac{g}{c}} \right) f_s,$$  \hspace{1cm} (4.72)

where $P_g$ is the proportion of vehicles arriving during green phase, and $f_s$ is supplemental adjustment factor for platoon arriving during green. The value of $f_p$ can be obtained from Exhibits 16–11 and 16–12 in HCM2000 based on arrival type and green ratio. Six arrival types (Exhibit 16-4 in HCM2000) describe platoon progression from very poor progression quality (AT1) to exceptionally good progression quality (AT6). Table 4.2 provides the HCM2000 default values for the supplemental adjustment factor $f_s$ for platoon arriving during green as well as for the platoon ratio $R_p = P_g c / g$. If field data is not available, the proportion can be estimated as $P_g = R_p g / c$, and $f_p$ is obtained from equation (4.72).

<table>
<thead>
<tr>
<th>Arrival type</th>
<th>Platoon ratio $R_p$</th>
<th>Supplemental adjustment factor $f_s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.333</td>
<td>1.00</td>
</tr>
<tr>
<td>2</td>
<td>0.667</td>
<td>0.93</td>
</tr>
<tr>
<td>3</td>
<td>1.000</td>
<td>1.00</td>
</tr>
<tr>
<td>4</td>
<td>1.333</td>
<td>1.15</td>
</tr>
<tr>
<td>5</td>
<td>1.667</td>
<td>1.00</td>
</tr>
<tr>
<td>6</td>
<td>2.000</td>
<td>1.00</td>
</tr>
</tbody>
</table>

The HCM2000 (Transportation Research Board 2000) ignores the $2\alpha/(Ct)$ terms in equation (4.66), expresses the analysis period $T$ in hours and capacity $C$ in veh/h, and divides $\alpha$ into two separate adjustment factors $k$ and $I$. The average incremental delay is

$$w_t = 900T \left( \rho - 1 + \sqrt{(\rho - 1)^2 + \frac{8kI\rho}{CT}} \right) \hspace{1cm} (s/veh),$$  \hspace{1cm} (4.73)
where \( k \) is the incremental delay factor that is dependent on controller settings, and \( I \) is the upstream filtering/metering adjustment factor. For isolated pretimed signals \( k = 0.5 \) and \( I = 1.0 \) resulting in equation (4.67), except for the terms \((Ct)^{-1}\). The HCM2000 incremental delay is slightly higher (Fig. 4.11).

The delays of fixed control are adjusted for traffic-actuated control with calibration factor \( k \), which has been derived from queuing theory. The value of \( k \)-parameter, ranging from 0.04 to 0.50 (Exhibit 16–13 in HCM2000), depends on the degree of saturation and the unit extension interval of the traffic-actuated control. With pretimed control, random arrival process and constant departures, the value of \( k \) is 0.50. With high degrees of saturation, the fixed control and VA-control tend to behave in a similar manner and the \( k \)-parameter converges to 0.50. As unit extension and degree of saturation decrease, \( k \) decreases also, reaching the minimum value of 0.04 when unit extension is \( \leq 2.0 \text{ s} \) and \( \rho \leq 0.50 \).

The calibration factor \( k \) has an effect on the incremental (random and overflow) delay only (see Fig. 4.12), not on the uniform delay component. The effect of \( k \) on the incremental delay is largest at low degrees of saturation, but at these conditions the effect of incremental delay on the total control delay becomes negligible. Consequently, it is important that cycle lengths and phase lengths used in the analysis approximate the actual average cycle lengths and phase lengths as closely as possible. Design parameters cannot be used in the analysis, as Figure 4.12 clearly illustrates.

The initial queue delay accounts for delay to all vehicles in analysis period due to initial queue at the beginning of the analysis period. It enables the estimation of delay, when oversaturation extends over multiple analysis periods. The estimation of \( w_q \) is described in Appendix F of Chapter 16 in HCM2000.

For pedestrians at signalized intersections the service measure is the average delay per pedestrian on a crosswalk. It is given by equation

\[
wp = \frac{0.5(c - g)^2}{c}. \tag{4.74}
\]
As the delay increases the likelihood of noncompliance (i.e., disregard for signal indications) increases. Table 4.3 displays the LOS thresholds and a guide for the likelihood of pedestrian noncompliance.

Table 4.3: Level-of-service criteria and the likelihood of noncompliance for pedestrians at signalized intersections according to HCM2000 (Transportation Research Board 2000)

<table>
<thead>
<tr>
<th>LOS</th>
<th>Delay (s/ped)</th>
<th>Likelihood of noncompliance</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>&lt; 10</td>
<td>Low</td>
</tr>
<tr>
<td>B</td>
<td>10–20</td>
<td>Moderate</td>
</tr>
<tr>
<td>C</td>
<td>20–30</td>
<td>Moderate</td>
</tr>
<tr>
<td>D</td>
<td>30–40</td>
<td>High</td>
</tr>
<tr>
<td>E</td>
<td>40–60</td>
<td>Very high</td>
</tr>
<tr>
<td>F</td>
<td>&gt; 60</td>
<td>Very high</td>
</tr>
</tbody>
</table>

Rouphail, Anwar, Fambro, Sloup & Perez (1997) compared the generalized delay model of HCM2000 with TRAF-NETSIM delays and field studies for traffic-actuated traffic signals. They concluded that

1. The generalized delay model and NETSIM yielded comparable delays for basic traffic-actuated control.

2. The generalized model delay was comparable to observed delay in the field.

3. The proposed generalized delay model is sensitive to changes in traffic volumes and traffic-actuated controller settings.

4. The generalized model is an improvement over the then current HCM (Transportation Research Board 1994) model for estimating delay at traffic-actuated traffic signals.
Figures 2–4 in the paper, however, suggest that large delays may be higher than the delays obtained by simulation and field studies. On the other hand, small delays appear to be lower than field measured delays.

Another study (The University of Florida Transportation Research Center 1996) observed that the generalized delay model produced slightly higher delay estimates than NETSIM. The definition of parameter $k$ in this study was different than in the HCM2000. The delays at oversaturated conditions were found to be in close agreement with those simulated by TRAF-NETSIM. On average, simulated delays were overestimated by about four seconds, but this error was considered small compared with actual delays (Englebrecht, Fambro, Rouphail & Barkawi 1997).

The generalized model can applied to all degrees of saturation. It is not restricted to degrees of saturation less than 1.2, as it was previously (Transportation Research Board 1994). However, the model cannot deal with the interaction between intersections under oversaturated conditions. Also, an analyst should consider the effect of oversaturation on traffic demand.

Taale & van Zuylen (2001) compared the 1997 HCM (Transportation Research Board 1998) method with simulation studies and field measurements. The 1997 HCM method is essentially identical with the HCM2000 method. The HCM outcome was very good when compared with simulated pretimed control and simple traffic-actuated control. The results were much worse for real-life advanced traffic-responsive control (RWS C-controller), especially at degrees of saturation above 0.8. The variation patterns that occur in real-life were considered as one explanation for these results. Another source of error was the blocking effect of short turning lanes.

HCM overestimated short delays and underestimated long delays for simple traffic-actuated control. The reason for this appeared to be the averaging of cycle lengths and green intervals over the total observation period. HCM delay estimates were quite realistic when the analysis was performed for short time periods using observed cycle lengths and green intervals as parameters. For traffic-actuated control the agreement between the HCM method and simulation results depended strongly on the accuracy with which the average cycle length and green interval were known for a given time period. The authors also observed a considerable variation in saturation flows.

4.7 Delay in Capcal 2

Capcal has been the major capacity analysis software used in Finland for intersections. Capcal was developed in Sweden as an implementation of the Swedish capacity manual (Statens vägverk 1977). The software as well as the user manual were translated into Finnish by the Finnish Roads and Waterways Administration (Tiensuunnittelutoimisto 1987). The second version of the software, Capcal 2 (Vägverket 1995), is an enhanced version of the software introducing new analysis methodologies.

In Capcal 2 (Swedish National Road Administration 1995) the total average delay ($medelfördröjning totalt$) is the sum of interaction delay ($medelfördröjning stopplinje$) and geometric delay ($medelfördröjning övrigt$). Because the geometric delay component includes the delay due to deceleration and acceleration, the interaction delay can be interpreted as the stop delay. However, it is assumed that at least some part of the deceleration component should be neglected, because deceleration to some extent takes place when a vehicle catches up a queue.

For stopping vehicles the additional delay due to intersection geometry is less than for vehicles with little or no control delay. For simplicity, the total average delay $w$
includes the average acceleration delay \( w_a \) and the larger value of average interaction (stopped) delay \( w_s \) and average deceleration delay \( w_d \):

\[
\begin{align*}
  w &= (\max\{w_s, w_d\} + w_a) f_{va}, \\
  \text{(4.75)}
\end{align*}
\]

where \( f_{va} \) is the correction factor for vehicle-actuated control. For pretimed control \( f_{va} = 1 \).

The delay definitions of Capcal 2 are not compatible with the HCM delay definitions. In HCM2000 the control delay includes the deceleration and acceleration delay due to traffic signals and vehicle interaction. The control delay does not, however, include the delay due to the geometry of the intersection. Following the approach adopted in the 1985 HCM (Transportation Research Board 1985) it can be approximated that the interaction delay (stop delay) is 77% of control delay (cf. Akçelik 1988). The total delay in Capcal 2 is, however, larger than the control delay. In the calculations below the interaction (stop) delay of Capcal 2 has been used.

The interaction (stop) delay is

\[
\begin{align*}
  w_s &= w_u + w_r, \\
  \text{(4.76)}
\end{align*}
\]

where \( w_u \) is the uniform delay (4.13) and \( w_r \) is the random delay. For degree of saturation \( \rho \leq 0.8 \) the random delay follows the M/D/1 model (4.41); i.e., \( w_r = w_D \), so that the “theoretical” average delay follows the unadjusted Webster model (4.43). The results are approximately 10% higher than the Webster delay (cf. 4.45). For degrees of saturation \( \rho > 1.4 \) the deterministic overflow delay model (4.33) is used; i.e., \( w_r = w_o \). Capcal 2 does not use the coordinate transformation method, but for \( 0.8 < \rho \leq 1.4 \) the random component is estimated by interpolation (Fig. 4.13). The effects of blocked short lanes are estimated with a macro-simulation procedure.

Capcal 2 has two models for traffic-responsive control. The “older” type (type 1) has a fixed phase sequence. Vehicles are detected for each signal group. The “modern” type (type 2) control assumes a signal-group controller with pedestrian push-buttons, all-red rest state etc. Arrivals are detected per lane.
Type 2 control has lower delays at low volumes. As the traffic volume approaches null, the probability of an arrival during an all-red rest state increases, and the average delay converges to zero. This is a major difference between HCM2000 (Fig. 4.12) and Capcal2. The latter method can be expected to be a better model for Finnish traffic-responsive control, especially at low flow conditions.

The correction factor for modern traffic-actuated control is

\[ f_{va} = (1 - P_t) + P_t \min\{1, C_2\}, \tag{4.77} \]

where \( P_t \) is the probability that the signal is all red when the traffic flow is zero, when also pedestrian flow is considered. The probability is calculated as

\[ P_t = \prod_{i=1}^{N_A} \left( 1 - e^{q_{\text{ped}} \sum g_{\text{min}}} \right), \tag{4.78} \]

where \( N_A \) is the number of approaches, \( \sum g_{\text{min}} \) is the sum of minimum green times for all lanes in the approach, and \( q_{\text{ped}} \) is the pedestrian flow. The second parameter \( C_2 \) is calculated as

\[ C_2 = 0.1 + \rho (1.9 - C_1) - \rho^2 (1 - C_1), \tag{4.79} \]

where

\[ C_1 = 0.1 \left[ \min\{4, N_p - 2\} - 0.4 \left( 1 - \frac{\rho}{\rho_{\text{max}}} \right) \right], \tag{4.80} \]

\( \rho \) is the degree of saturation in the actual lane, \( \rho_{\text{max}} \) is the maximum degree of saturation for any lane, and \( N_p \) is the number of phases. Contrary to the approach in HCM2000, Capcal 2 adjusts the total delay (including the uniform delay component) for vehicle actuation. Capcal 2 is also easier to use, because it is based on the correction factor applied to delays due to pretimed control.

### 4.8 Delay in DanKap

DanKap is an implementation of the new Danish capacity methodology (Vejdirektoratet 1999b, Vejdirektoratet 1999a). The delay for signalized intersections is estimated as

\[ w = w_u f_p + w_t, \tag{4.81} \]

where \( w_u \) is the uniform delay component (4.16), \( f_p \) is arrival type adjustment factor (4.72), and \( w_t \) is incremental delay

\[ w_t = \frac{t}{4} \left( \rho - 1 + \sqrt{(\rho - 1)^2 + \frac{4\rho}{C_t}} \right), \tag{4.82} \]

where \( C_t \) is the maximum number of departing vehicles during the analysis period \( t \). Time is expressed in seconds.

In fact, DanKap provides the HCM2000 control delay formula (4.73) for pretimed isolated intersections; i.e., \( k = 0.5 \) and \( I = 1.0 \). The arrival type adjustment factor \( f_p \) has similar values as presented in HCM2000 Exhibit 16-12, but expressed with less significant digits. DanKap has no adjustment for traffic-responsive control (\( k \)) or upstream filtering/metering (\( I \)).
Figure 4.14 displays a comparison of various delays models for pretimed isolated intersections using the same parameters as in Figure 4.10. Under these conditions DanKap gives same results as HCM2000. Observation period is five minutes. The parameters have been chosen so that the most important properties and differences in the models are visible.

At low degrees of saturation all models give similar results. The Webster delays are, however, 10% lower because of the 0.9 factor in equation (4.45). At moderate degrees of saturation Capcal 2 and HCM2000 delays are slightly higher than the Webster delays. As the degree of saturation approaches unity, Webster delays increases rapidly, but Capcal 2 and HCM2000 delays adjust the delay for the limited length of the overflow period. For degrees of saturation below 0.8 the coordinate transformation method of HCM2000 gives delays slightly lower than Capcal 2. When the degree of saturation is close to unity, the interpolation method of Capcal 2 gives higher delays, but HCM2000 delays become higher as the degree of saturation approaches and exceeds 1.4. At \( \rho = 1 \) there is an inflection point in the Capcal 2 and HCM2000 curves, because the uniform delay component (4.16) increases with increasing degree of saturation as long as \( \rho < 1 \), but becomes constant \( u_u = r/2 \) at oversaturated conditions (see Fig. 4.2).

### 4.9 Delay estimation in Finland

The Finnish signal control handbook (Kehittämiskeskus 1996) use two indicators for the quality of service: operational quality (‘toimivuus’, Table 4.4) and level of service (Table 4.1), with no preference. The major Finnish traffic and transportation engineering handbook (Lyly 1988) presents only the operational quality, whereas the Capcal
software (Tiensuunnittelutoimisto 1987) prints only the level of service.

### Table 4.4: Operational quality in Finnish signalized intersections (Kehittämiskeskus 1996)

<table>
<thead>
<tr>
<th>Degree of Utilization</th>
<th>Operational Quality</th>
<th>Congestion</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 0.85</td>
<td>&lt; 0.9</td>
<td>Good</td>
</tr>
<tr>
<td>0.85...0.95</td>
<td>0.9...1.0</td>
<td>Satisfactory</td>
</tr>
<tr>
<td>0.95...1.05</td>
<td>1.0...1.1</td>
<td>Tolerable</td>
</tr>
<tr>
<td>&gt; 1.05</td>
<td>&gt; 1.1</td>
<td>Bad</td>
</tr>
</tbody>
</table>

Operational quality has four classes: good, satisfactory, tolerable and bad (see table 4.4). The measures of effectiveness are degree of saturation and utilization factor. The concept was introduced in an older handbook (Pohjoismaiden tieteknillinen liitto 1978), where utilization factor was the performance measure.

The degree of saturation (critical v/c ratio) is

\[
\rho = \frac{\sum_{j=1}^{n} y_j}{1 - \frac{\sum_{j=1}^{n} L_j}{c}} = \frac{\sum_{j=1}^{n} \max_{i \in m} \left\{ \mu_j(i) \left( \frac{q_i}{s_i} \right) \right\}}{1 - \frac{\sum_{j=1}^{n} L_j}{c}}
\]

(4.83)

where

- \( \rho \) = degree of saturation for the intersection
- \( m \) = number of lane groups
- \( n \) = number of phases
- \( y_j \) = maximum (critical) flow ratio of phase \( j \)
- \( s_i \) = saturation flow of lane group \( i \)
- \( q_i \) = demand flow rate of lane group \( i \)
- \( c \) = cycle length
- \( L_j \) = total lost time preceding phase \( j \).

The membership function \( \mu_j(i) \) is defined as

\[
\mu_j(i) = \begin{cases} 
1, & \text{if lane group } i \text{ has green in phase } j, \\
0, & \text{otherwise}. 
\end{cases}
\]

(4.84)

If a lane group can have green in several consecutive phases, the flow ratio is calculated for the whole green length, and it is compared against the sums of flow ratios of other conflicting lane group combinations during these phases. The green signal in two consecutive phases is, of course, not interrupted by yellow change or red clearance intervals.

The utilization factor indicates the proportion of cycle length utilized by lost times and arriving vehicles in the critical signal groups:

\[
\rho' = \sum_{j=1}^{n} y_j + \frac{\sum_{j=1}^{n} L_j}{c} = \sum_{j=1}^{n} \max_{i \in m} \left\{ \mu_j(i) \left( \frac{q_i}{s_i} \right) \right\} + \frac{\sum_{j=1}^{n} L_j}{c}.
\]

(4.85)

Degree of saturation and utilization factor use a different approach to evaluate the effect of lost times in the cycle. At low degrees of saturation the utilization factor is higher than the degree of saturation. At high degrees of saturation it is lower.

The level of service in the Finnish handbook has the same criteria (Table 4.1) as HCM 1985 (Transportation Research Board 1985). The type of average delay is not
explicitly specified, but it can be assumed that stop delay is intended, as in the 1985 HCM. The most commonly used delay model, the Webster model (4.45), however, gives control delays. The practitioners should be very careful and use a delay model compatible with the critical values.

The Capcal software used in Finland reports control delays, but uses stop delays to estimate the level of service (Tiensuunnitteluotimisto 1987). The control delays are calculated following the Swedish method (Statens vägverk 1977). It is an implementation of the Webster method (4.46) with a slight modification:

\[ w = 0.9 \left( A + \frac{B}{c} \right), \] (4.86)

where the Webster table for B is presented, and the value for A is obtained from a chart.

Average delay is considered insufficient as a service measure, because it does not include the effect of stops. Under low volume conditions the average delays may be short, but a considerable proportion of vehicles may have to stop. Especially on major highways the number of stops should be considered more important than delays (Kehittämiskeskus 1996). However, the manual does not present a similar discussion about the utilization factor, which the same problem with the number of stops. It is possible to have a high average delay and a high proportion of stopped vehicles under a low degree of saturation due to a poor signal coordination. Because delay as a service measure considers both degree of saturation and progression quality, it can be preferred over the utilization factor.

Mäkelä (1997) has suggested the application of the German (Brilon, Großmann & Blanke 1994) LOS criteria for both vehicles (Table 4.5) and pedestrians (Table 4.6). Isolated and coordinated intersections have separate LOS criteria. The service measures for vehicles are average control delay and the degree of saturation. The German delay criteria for isolated intersections are higher than in the HCM2000 (Table 4.1). Coordinated intersections have lower criteria for uncongested conditions. For levels of service E and F the criteria are equal. The service measure for pedestrians at isolated intersections is the maximum delay. At coordinated signals the delay criteria are higher, and the average number of stops is used as an auxiliary service measure.

| Table 4.5: Level-of-service criteria for vehicles at isolated and coordinated signalized intersections in Germany (Brilon et al. 1994) |
|-------------|----------------|----------------|----------------|
|             | Isolated       | Coordinated    |                 |
| LOS         | Average delay  | Degree of      | Average delay  | Degree of      |
|             | delay (s)      | saturation     | delay (s)      | saturation     |
| A           | ≤ 25           | —              | ≤ 5            | —              |
| B           | ≤ 40           | —              | ≤ 15           | —              |
| C           | ≤ 60           | —              | ≤ 40           | —              |
| D           | ≤ 80           | ≤ 0.85         | ≤ 60           | ≤ 0.85         |
| E           | ≤ 100          | ≤ 1.00         | ≤ 100          | ≤ 1.00         |
| F           | > 100          | > 1.00         | > 100          | > 1.00         |
Table 4.6: Level-of-service criteria for pedestrians at isolated and coordinated signalized intersections in Germany (Brilon et al. 1994)

<table>
<thead>
<tr>
<th>LOS</th>
<th>Isolated Max delay (s)</th>
<th>Coordinated Max delay (s)</th>
<th>Number of stops (1/ ped)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>( \leq 30 )</td>
<td>( \leq 40 )</td>
<td>( \leq 0.5 )</td>
</tr>
<tr>
<td>B</td>
<td>( \leq 40 )</td>
<td>( \leq 50 )</td>
<td>( \leq 1.0 )</td>
</tr>
<tr>
<td>C</td>
<td>( \leq 50 )</td>
<td>( \leq 70 )</td>
<td>( \leq 1.5 )</td>
</tr>
<tr>
<td>D</td>
<td>( \leq 60 )</td>
<td>( \leq 90 )</td>
<td>( \leq 2.0 )</td>
</tr>
<tr>
<td>E</td>
<td>( \leq 70 )</td>
<td>( \leq 110 )</td>
<td>( &gt; 2.0 )</td>
</tr>
<tr>
<td>F</td>
<td>( &gt; 70 )</td>
<td>( &gt; 110 )</td>
<td>—</td>
</tr>
</tbody>
</table>
5 SATURATION FLOWS AND CAPACITY

Saturation flow rate \( (s) \) of a lane or a lane group is the flow rate of departing passenger cars at stop line under saturated conditions assuming that the signal is green at all times (cf. Teply & Jones 1991). It is the inverse of the average discharge headway \( (h_d) \) at stop line from a continuous queue of passenger cars. The capacity \( C \) of a lane or a lane group is

\[
C = s \frac{g}{c},
\]

where \( g \) is the effective green time of the lane or lane group, and \( c \) is the cycle length.

Saturation flow rate is a basic measure in the estimation of capacity and delay, as the HCM2000 methodology (Fig. 5.1) indicates.

For a lane with different movements the saturation flow rate is the inverse of the average headway weighted by the proportions \( (p_i) \) of the flow rates of respective movements:

\[
s = \frac{1}{h_d} = \frac{1}{\sum_i p_i h_i} = \frac{1}{\sum_i \frac{h_i}{s_i}},
\]

where \( h_i \) is the average discharge headway of movement \( i \).

Saturation flow rate is low in the beginning of the green period due to the acceleration delays, and during the yellow change interval, when vehicles decelerate and stop (see Fig. 2.7 on page 29). It is usually assumed that the saturation flow rate first increases and then reaches a constant level, which is maintained during the rest of the green period. There is some evidence that the saturation flow rate increases during the first ten green seconds. During a long green period the saturation flow rate stays at this high level for

If the effective green time is adjusted for the acceleration and deceleration effects only, the average saturation flow rate may be a function of the effective green length. Teply (1981) has also observed an increase in the saturation flow rate at the end of green and during the initial yellow change interval. He suggested that this may be caused by frequent violations of all-red period or/and by the cases when a large vehicle with a high passenger car unit equivalent enters the intersection as the last vehicle.

5.1 Saturation flow rates in HCM2000

In HCM2000 (Transportation Research Board 2000) the saturation flow rate for each lane or lane group is determined using the following equation:

\[ s = s_0 N f_w f_{HV} f_{g} f_{bb} f_{a} f_{LU} f_{LT} f_{RT} f_{Lpb} f_{Rpb} \]  

(5.3)

where

- \( s = \) saturation flow rate for subject lane group (veh/h)
- \( s_0 = \) base saturation flow rate per lane (pc/h/lane)
- \( N = \) number of lanes in the lane group
- \( f_w = \) adjustment factor for lane width
- \( f_{HV} = \) adjustment factor for heavy vehicles
- \( f_{g} = \) adjustment factor for approach grade
- \( f_{a} = \) adjustment factor for area type
- \( f_{bb} = \) adjustment factor for stopping buses
- \( f_{LU} = \) adjustment factor for lane utilisation
- \( f_{LT} = \) adjustment factor for left turns in the lane group
- \( f_{RT} = \) adjustment factor for right turns in the lane group
- \( f_{Lpb} = \) pedestrian adjustment factor for left-turn movements
- \( f_{Rpb} = \) pedestrian adjustment factor for right-turn movements.

The base saturation flow rate is usually 1900 pc/h/lane. In CBD it is ten percent lower \( f_{a} = 0.9 \).

The adjustment factor for lane width is

\[ f_w = 1 + \frac{w_l - 3.6}{9}, \]  

(5.4)

where \( w_l \) is the lane width in meters. Heavy vehicles and grade have separate adjustment factors:

\[ f_{HV} = \frac{100}{100 + P_{HV}(E_{HV} - 1)} \]  

(5.5)

\[ f_{g} = 1 - \frac{\gamma}{200}, \]  

(5.6)

where \( P_{HV} \) is the percent heavy vehicles, \( E_{HV} \) is the passenger car equivalency (\( E_{HV} = 2 \) pc/HV, and \( \gamma \) is the grade (%) on a lane group approach. Separate adjustment factors for heavy vehicles and grade indicate that grade has an effect on the performance of passenger cars also.

The adjustment factors for turning traffic are perhaps the most complex and significant factors in the estimation the saturation flow rate. The adjustments are based on several parameters:
1. Type of lane: exclusive or shared
2. Type of signal phasing: permitted or protected
3. Conflicting pedestrian and vehicle flow volumes
4. Proportion of turning traffic.

The adjustment factor \((f_{RT})\) for right turning traffic depends on lane type and the proportion of right turning vehicles: 0.85 for exclusive lanes, \(1.0 - 0.15 P_{RT}\) for shared lanes, and \(1.0 - 0.135 P_{RT}\) for a single lane, where \(P_{RT}\) represents the proportion of right turners. Factor \(f_{Rpb}\) adjusts for the blocking effect of pedestrians and bicycles.

The intersection geometry has a lower impact on left turn adjustment, while traffic flow conditions are more important. The left-turn adjustment is particularly significant in the case of permitted left-turn movements on shared lanes, when the opposing traffic flow blocks the left turning traffic. In addition to left turners, the through driving traffic flow is disturbed. For protected left turns, the adjustment factor is 0.95 for exclusive lanes and \(1/(1 - 0.05 P_{LT})\) for shared lanes, where \(P_{LT}\) represents the proportion of left turners.

The impact of permitted left turns is complex. The adjustment for permitted left turns in HCM2000 depends on the lane type (exclusive/shared) and the degree of saturation of through and left turning traffic, both on the studied approach and the opposing flow. The estimation of adjustment factors for permitted phases with leading or lagging protected phases is performed by dividing the green time into separate time intervals based on control (protected/permitted) and queue discharge (discharging/discharged). The special procedures for nonprotected left turns are given in Appendix C of Chapter 16 in the manual.

### 5.2 Saturation flow rates in DanKap

While DanKap (Vejdirektoratet 1999b) follows the HCM2000 delay estimation methodology, the procedure for estimation of saturation flow rates is much simpler and adjusted to the Danish conditions. DanKap calculates the basic saturation flow rate as

\[
s = \frac{3600 f_{LT}}{h_d},
\]

where \(f_{LT}\) is an adjustment factor for permitted left turns, and \(h_d\) is the average discharge headway (Table 5.1). The “permitted right turn” in table 5.1 indicates a right-turn movement with bicycle and/or pedestrian interference.

<table>
<thead>
<tr>
<th>Movement</th>
<th>Discharge headway (s/pc)</th>
<th>Saturation flow (pc/h)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left turn</td>
<td>2.2</td>
<td>1,636</td>
</tr>
<tr>
<td>Through</td>
<td>1.8</td>
<td>2,000</td>
</tr>
<tr>
<td>Protected right turn</td>
<td>2.2</td>
<td>1,636</td>
</tr>
<tr>
<td>Permitted right turn</td>
<td>3.2</td>
<td>1,130</td>
</tr>
</tbody>
</table>

The left turn adjustment factor \((f_{LT})\) is defined as

\[
f_{LT} = \frac{h_d q_o e^{-5.5 q_o/3600}}{3600 (1 - e^{-3.0 q_o/3600})},
\]

(5.8)
where $q_o$ is the opposing flow rate (pc/h). The saturation flow rate for a basic permitted left turn is then

$$s_{LT} = \frac{q_o e^{-5.5q_o/3600}}{1 - e^{-3.0q_o/3600}}.$$  (5.9)

Figure 5.2 displays the basic saturation flow rate of permitted left turns as a function of opposing flow rate. When the opposing flow approaches null, the saturation flow rate approaches 1,200 pc/h, which is well below 1,636 pc/h, the saturation flow rate of protected left and right turns. —DanKap presents traffic volumes per observation period ($T$). The equations have been transformed to hourly flow rates.

![Figure 5.2: Basic saturation flow rate for permitted left turns according to DanKap (Vejdirektoratet 1999b)](image)

Capacity is

$$C = s \frac{g}{c} f_{HV},$$  (5.10)

where the effective green time ($g$) is the actual green time plus one second, and $f_{HV}$ is the adjustment factor for heavy vehicles. The passenger-car equivalencies (PCEs) are displayed in table 5.2. The adjustment factor is

$$f_{HV} = \frac{\sum q_i}{\sum q_i E_i}.$$  (5.11)

where $q_i$ is the flow rate of vehicle category $i$, and $E_i$ is its PCE value.

### 5.3 Saturation flow rates in Capcal 2

Capcal 2 (Swedish National Road Administration 1995) suggests 1,850 veh/h as a base saturation flow rate under reference conditions defined as

- 3.5 m wide lane for through traffic only
- Passenger cars only, no bicycles
Table 5.2: Passenger-car equivalencies in DanKap (Vejdirektoratet 1999b)

<table>
<thead>
<tr>
<th>Vehicle category</th>
<th>PCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Motor cycles</td>
<td>0.5</td>
</tr>
<tr>
<td>PCs and vans</td>
<td>1.0</td>
</tr>
<tr>
<td>Trucks and busses</td>
<td>1.5</td>
</tr>
<tr>
<td>Trucks with trailers</td>
<td>2.0</td>
</tr>
</tbody>
</table>

- No interference from bus stops or parked vehicles
- Normal road surface conditions; i.e., no ice or snow
- In all other aspects, “average” conditions for Sweden.

Local adjustment of this reference value should be no more than ±10%. For prevailing conditions the saturation flow rate is obtained as

\[ s = 1850 \prod_i f_i \prod_j f_j, \]  

(5.12)

where \( f_i \) are the adjustment factors for a movement, and \( f_j \) are the adjustment factors per lane.

The saturation flow rate is not constant. It decreases systematically after 40 seconds, for green periods which are saturated that long.

For a “normal” mix of heavy vehicles the adjustment factor \( f_{HV} \) is

\[ f_{HV} = \begin{cases} 
(1 + 0.5 P_{HV} + 2.5 P_{HV}^2 + 0.1 P_{HV} \gamma)^{-1}, & 0.0 \leq P_{HV} \leq 0.2 \\
(1 + P_{HV} + 0.1 P_{HV} \gamma)^{-1}, & 0.2 < P_{HV} \leq 1.0 
\end{cases}, \]  

(5.13)

where \( P_{HV} \) is the proportion of heavy vehicles, and \( \gamma \) is the average uphill slope in % over the section 80 m upstream of the stop line (0 \( \leq \gamma \leq 10 \)). The adjustment is higher for high proportions of heavy vehicles and with uphill slopes. On a level approach the PCEs of heavy vehicles are 1.5 and 2.0 for \( P_{HV} \leq 0.2 \) and \( P_{HV} > 0.2 \), respectively.

Bicycles mixed in a vehicle lane are not included in the calculations, but the saturation flow of (motor) traffic is adjusted by a factor of

\[ f_{BC} = \begin{cases} 
[1 + 0.3(4.0 - w) p_{BC}]^{-1}, & 2.5 \leq w \leq 4.0 \\
1, & 4.0 < w 
\end{cases}, \]  

(5.14)

The adjustment increases with lane width \( w \) and disappears at lanes wider than four meters.

Adjustments per lane include factors for radius (turning vehicles), lane geometry and lane markings, parking, and road surface conditions. No adjustment for visibility is assumed to be necessary in normal cases. For turning movements the adjustment factor is a function of the inner radius \( R \):

\[ 0.5 + \left( 2 + \frac{1000}{R^3} \right)^{-1}. \]  

(5.15)

The reduction in the saturation flow rate is about 6% for a radius of 15 m, and 30% for a 7 m radius.

Capcal 2 considers secondary conflicts of the following types.
• Unprotected left turn (conflict with opposing vehicles)
• Turning traffic and pedestrians (left or right turn)
• Unprotected left turn which also has pedestrian conflicts.

The saturation flow per each movement is described by two parameters:
• Blocked time $t_b$, which reduces the effective green for the movement
• Average saturation flow $s_k$ for each type of time period $k$ within the green interval.

5.4 Saturation flow rates in Finland

The current Finnish handbook (Kehittämiskeskus 1996) reproduces the saturation flow rates of an older handbook (Pohjoismaiden tieteellinen liitto 1978), which was based on the Swedish manual (Statens vägverk 1977, Kivelä & Pursula 1982). A summary of new Finnish saturation flow studies (Fig. 5.3) is presented, but the older values are used.

The results in Figure 5.3 are based on measurements in the southern Finland supplemented with simulations (Niittymäki 1998). The field measurements were done by the HCM method.

The base saturation flow rate for through traffic according to the Swedish method and the Finnish guidelines is 1,700 pc/h. A comparison with the international results presented above indicates that this is a low value. Recent Finnish research suggests a base value of 1,940 veh/h, which is similar to the results in HCM2000 and DanKap. The German guidelines (Brilon et al. 1994) use 1,800 pc/h as a base saturation flow rate. In Capcal 2 (Swedish National Road Administration 1995) as well as in Australia (Akçelik 1981, Austroads 1988) the base value is 1,850 pc/h. Recent British research (Welsh 2001) has suggested even as high base saturation flow rate as 2,080 pc/h. It appears that the more recent results the higher are the saturation flow rates. The new Finnish results are well in line with the international research.

The saturation flow rate of turning movements without conflicts is 1,500 pc/h in the old guidelines (Pohjoismaiden tieteellinen liitto 1978). The new values are 1,800 pc/h for left turning movements and 1,750 pc/h for right and left+right turning traffic with a typical right-turning radius of 12 m. The saturation flow rate is lower when the corner radius is shorter (Fig. 5.3). These values are similar to the Capcal 2 model, but higher than in HCM2000 and DanKap. However, the recent British results (Welsh 2001) are even higher than the Finnish estimates. Figure 5.3 displays adjustments for turning movements with pedestrian and/or opposing traffic conflicts as well as corrections for approach grade and corner radius.

The saturation flow rate model for a shared lane (type B) is linear:

$$s_B = a_0 - a_1 P_{LR},$$

where $P_{LR}$ is the percent of turning vehicles and $a_0$ and $a_1$ are model parameters (Table 5.3). The radius is not considered in this model. On a lane having mixed through, and left and right turning traffic there is a discontinuity as the proportion of turning traffic approaches zero.—Equation 5.16 should be used to estimate the saturation flow rate of lane type B, not the values presented in Figure 5.3, where the percent turning vehicles is unspecified.
Figure 5.3: Finnish saturation flow guidelines (Niittymäki & Pursula 1997)

Table 5.3: Parameters of saturation flow models for lanes of mixed through and turning traffic according to Niittymäki & Pursula (1997)

<table>
<thead>
<tr>
<th>Lane type</th>
<th>$a_0$</th>
<th>$a_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Through + right</td>
<td>1.947</td>
<td>1.96</td>
</tr>
<tr>
<td>Through + left</td>
<td>1.946</td>
<td>1.44</td>
</tr>
<tr>
<td>Through + left + right</td>
<td>1.925</td>
<td>1.64</td>
</tr>
</tbody>
</table>
The saturation flow rate for a turning lane with pedestrian conflicts (lane type E) is (Niittymäki 1998)

\[
s_E = \begin{cases} 
1692 - 1.13q_{\text{ped}}, & q_{\text{ped}} < 900 \\
660 - 0.083(q_{\text{ped}} - 900), & q_{\text{ped}} > 900,
\end{cases}
\]  
(5.17)

where \( q_{\text{ped}} \) is the pedestrian flow rate in the pedestrian crossing (Fig. 5.3). A shared left turn lane with permitted turns (type F) has saturation flow rate

\[
s_F = 1940 - 0.013q_oP_{\text{LT}},
\]  
(5.18)

where \( q_o \) is the opposing flow rate (veh/h) and \( P_{\text{LT}} \) is the percentage of left turning vehicles. For exclusive left-turn lanes with permitted left turns (lane type G) the saturation flow rate is

\[
s_F = 1800 - 1.04q_o.
\]  
(5.19)

A critical gap analysis is suggested, when this method is not considered adequate.

The Finnish method defines saturation flow rates for seven lane types (A–G, Figure 5.3), as in the Swedish capacity manual (Statens vägverk 1977). Accordingly, no adjustment factors are used for the effect of turning movements, opposing traffic and pedestrians, as in HCM2000. This makes the method rather limited for the analysis of combined effects, such as opposing traffic and pedestrians. For lane types (D/F and E/G) having conflicts with opposing traffic and pedestrians, the Swedish manual suggests the lower of the two saturation flow rates (D or F, say). It is, however, possible to convert a saturation flow rate \( s_i \) to an adjustment factor \( f_i = s_i / 1940 \).

The adjustment \( (f_a) \) for CBD-areas is 0.93. The estimated adjustment factors for road surface and weather conditions are displayed in Table 5.4. Darkness decreases saturation flows by five percent compared to daylight conditions. (Niittymäki & Pursula 1997)

<table>
<thead>
<tr>
<th>Surface / weather</th>
<th>( f_s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slippery and snowfall</td>
<td>0.75–0.80</td>
</tr>
<tr>
<td>Slippery road surface</td>
<td>0.85</td>
</tr>
<tr>
<td>Rainy</td>
<td>0.90</td>
</tr>
<tr>
<td>Wet road surface</td>
<td>0.95</td>
</tr>
</tbody>
</table>

The results presented are not adequate for the estimation of the heavy-vehicle adjustment. The measured effects were slightly higher than the adjustment factors in the 1994 HCM (Niittymäki & Pursula 1997). The results were, however, very similar to the Capcal 2 model, the use of which can be suggested.

The adjustment factor for approach grade (Fig. 5.3) is \( f_g = 1 - \gamma_+ \), where \( \gamma \) is the grade. A negative grade (downhill) does not have any effect on saturation flow. Niittymäki & Pursula (1997) report that the loss of saturation flow in uphill grades occurs “mostly because of heavy vehicles”. A similar statement is made in the Capcal 2 manual (Swedish National Road Administration 1995). If the heavy vehicle adjustment of Capcal 2 (5.13) is used, no further adjustment for grade is needed. The grade adjustment in Figure 5.3 is similar to the Capcal 2 model for 10% heavy vehicles. In this case also the Capcal 2 model can be suggested.
6 SIMULATION STUDY

6.1 HUTSIM simulation model

Microscopic simulation of traffic is based on vehicle kinematics, and vehicle-vehicle and vehicle-infrastructure interactions. This allows a detailed analysis of sophisticated traffic control systems.

The simulations for this research were carried out with HUTSIM, which is a Finnish object-oriented microscopic simulation software family. HUTSIM consists of three parts: HUTEDI, HUTSIM and HUTSIM Analyzer. HUTEDI is a model editor operating under the MS-DOS® environment. HUTSIM is a traffic simulator, which also runs under the MS-DOS® environment. HUTSIM Analyzer is a new post processor running under the Microsoft Windows® operating system.

HUTSIM has been under development at the Helsinki University of Technology since 1989. The stochastic properties of approaching traffic and the reactions of conflicting traffic flows can be described and analyzed with sufficient accuracy. HUTSIM has been developed for signal controlled intersections, but it can also be used to analyze unsignalized intersections, small networks, and highway sections. HUTSIM is an application of object-oriented programming and rule based interaction dynamics.

Vehicle dynamics in HUTSIM is based on several models. The most important of which are

1. Vehicle acceleration and deceleration models
2. Car-following model
3. Lane-changing model.

Kosonen (1999) has described each model in detail.

HUTSIM has been extensively calibrated and validated for Finnish signalized intersections (Niittymäki 1993, Niittymäki & Pursula 1994, Niittymäki 1998). The microscopic and macroscopic properties of the system were measured, the HUTSIM parameters were calibrated, and the macro-level results were compared with field measurements. The results of HUTSIM were considered very reliable.

The delays of each vehicle can be calculated easily from the output of the simulations. The movements of each vehicle were stored in a HUTSIM output file. For example, vehicle speeds were updated and stored in an output file every 0.1 seconds, which made the simulation results very informative. The delay calculation was based on the simulated vehicle movements and the desired movements; i.e., driving through the model without any disturbances. The difference between the vehicle movements realized in the simulation and the desired driving behaviour was used as the total delay measure. In addition to the individual delays, the output file included information like vehicle generation times, drivers’ desired speeds and speed changes, lane changes, exit times from the model, count of stops, etc. Delays, queue lengths, and percentages of stopping vehicles were calculated for each signal group.

The signal-group oriented control of the HUTSIM simulator represents a decentralized control strategy, in which every single signal group is able to operate according to its own parameters. A signal group updates its status according to time or according to the signals from other control objects, like controller and detector logic. The most important control functions are permission, request and extension of a green signal. These main tasks of the control objects are processed as follows (Kosonen 1996):
1. Controller gives a signal group permission to initiate green (or red). The permission to initiate green is granted, if a signal group has a green request and no conflicting signal group has green extensions. The controller sets also safety-related parameters, such as the minimum green interval for each group, and the intergreen time between two conflict groups.

2. Detectors produce the traffic information that is the basis of green extension decisions. The extensions are granted after the minimum green interval has expired and detection exists. Each detector has a preset extension time. When no unit extension is operating or the controller-set maximum green has been reached, extensions of the green time are terminated, and the signal group switches to red. The group may also remain green, if no demand exists in other approaches (no request for green).

The signal control functions in HUTSIM simulate some, but not all of the minimum functions described above (section 3.2.3). In the test simulations, it was possible to simulate completely the queue discharge function and partly the option zone clearance function. Short red-rest interval prevention and initial green extension were not included in the simulations because of the limitations in the simulation capabilities. However, the vehicle dynamics as well as the most important signal control principles in the simulations can be considered realistic. Consequently, the simulation results can be considered reliable for the comparison of theoretical delay calculation methods and the conditions in Finnish intersections. It would have been possible to use a real signal controller in the simulations, but then the simulations would have run in real time. This would have been too time consuming.

The results of three methods (American HCM2000, Danish DanKap, and Swedish Capcal 2) have been used to compare with the simulated control delays of the HUTSIM software calibrated to Finnish conditions. The delays were estimated for five intersections using both traffic-responsive and pretimed signal control. Five degrees of saturation (0.25, 0.50, 0.75, 0.85 and 0.90) and three traffic conditions (minor/major flows 1:1, 1:2 and 1:4) were included. The degree of saturation was calculated following equation (4.83).

The simulated traffic flows for all minor/major flow combinations were defined by iteration, because the volumes affected both the cycle lengths and the degrees of saturation. The basic saturation flows \(s_0\) of each lane type (for example through or turning lane, shared or exclusive lane, permitted or protected turn) were estimated according to Figure 5.3. The effect of permitted left-turn movements on the basic saturation flow was approximated with following formula (Niittymäki & Pursula 1997):

\[
s_{LT} = s_0 - (0.013q_oP_{LT})
\]

where
- \(s_{LT}\) = saturation flow rate for a permitted left-turn movement
- \(s_0\) = basic saturation flow rate for the lane type
- \(q_o\) = opposing traffic flow (veh/h)
- \(P_{LT}\) = percentage of left-turning traffic.

The simulation period was one hour. Simulated traffic included 10% heavy vehicles. The speed limit of 50 km/h was used in simulations, which is also the default speed limit in Finnish urban areas. The speed distribution used in the simulations allowed some vehicles to drive faster or slower than the speed limit. Pedestrians were not included.
in the simulations. Weather conditions were assumed ideal. No parking, bus stops or incidents were included in the simulation.

The pretimed signal control parameters were set according to the Finnish guidelines (Kehittämiskeskus 1996). Cycle lengths and green times were calculated separately for each simulated traffic condition. The cycle lengths were calculated following the Webster equation

\[ c = \frac{1.5L + 5}{1 - \sum_{j=1}^{n} y_j} \]  

(6.2)

where \( L \) is the total lost time, and \( y_j \) is the critical flow ratio of phase \( j \) (Webster 1958, Webster & Cobbe 1966). Green times were allocated by setting critical flow ratios \( (y_j) \) for each phase approximately equal. The intergreen time between all conflicting signal groups was six seconds.

The degree of saturation \((4.83)\) is a function of cycle length. If the cycle length is determined using equation (6.2), the degree of saturation can be expressed as

\[ \rho = \frac{Y(1.5L + 5)}{L(Y + 0.5) + 5}, \]  

(6.3)

where \( Y \) is the sum of critical flow ratios. Accordingly, the degree of saturation is not a linear function of flow rates, or critical flow ratios, in the intersection (Fig. 6.1).

![Figure 6.1: Degree of saturation when cycle length is determined using equation (6.2)](image)

Traffic-responsive control had three detectors on each approach/lane. The unit extension time for each detector, green phase starting mode (on demand) and other control parameters were defined in the same way as they are commonly defined in the Finnish planning policy (see section 3.2.3). The maximum green times of the traffic-responsive signal groups were the pretimed green intervals multiplied by 1.5.

### 6.2 Results of the simulation study

#### 6.2.1 Delays in intersection Basic-1

Appendix A presents the delays in a simple intersection of two one-way streets (Fig. 6.2). In traffic-responsive control the passage detectors were at distances 120 and 60 m from the stop line, supplemented by presence detectors in front of the stop lines.
At degrees of saturation below 0.5 the HCM delays for pretimed control are approximately equal to the Webster delays. As the degree of saturation increases above 0.5, HCM delays become higher than Webster delays.

HCM underestimates the simulated delays of pretimed control, except at degrees of saturation exceeding 0.8, where HCM delay estimates are higher than simulated delays. DanKap delays are nearly equal to HCM delays. At high degrees of saturation DanKap, however, gives lower delays, which in most cases are closer to the simulated delays. Capcal 2 delays are in most cases slightly higher than the simulated delays. At high volumes the low base saturation flow rate of Calcap 2 may be one reason for high delays.

HCM mostly overestimates traffic-responsive control delays at very low ($\rho < 0.4$) and high ($\rho > 0.85$) degrees of saturation. At moderate degrees of saturation HCM delays are lower than simulated delays. At high degrees of saturation the VA-delay calculation of HCM2000 appears to be more sensitive to the growth of traffic volumes than the simulation results. Under low degrees of saturation, the simulated VA-delays grow faster. The shape of the simulated delay curve is more linear, but the simulated and HCM2000 delay curves have a similar shape. To adjust the HCM2000 method to the Finnish traffic conditions, the relation between the degree of saturation and delay should be more linear.

Traffic responsive Capcal 2 delays are nearly equal to the simulated delays. At high degrees of saturation and high proportion of major flow, the major flow delays are higher and minor flow delays lower than simulated. The intersection delay is higher. This may indicate that the green split estimated by Capcal 2 for high degrees of saturation is not optimal and/or that Capcal 2 underestimated the intersection capacity.

In conclusion, all methods give reasonably good results for this intersection type. Capcal 2 gives best delay estimates, although it does overestimate delays of pretimed control at low and high degrees of saturation.

Comparison of pretimed and traffic-responsive controls indicate that the latter gives only slightly lower delays. The main advantage of traffic-responsive control is not better optimization of cycle length and green split at given conditions, nor even responsiveness to random variations, but adaptation to the systematic fluctuations of traffic flow, which
make the pretimed control not optimal for prevailing conditions.

6.2.2 Delays in intersection Basic-2

Basic-2 was an intersection of two two-lane two-way streets with no turning lanes (Fig. 6.3). In traffic-responsive control the passage detectors were at distances 120 and 60 m from the stop line, supplemented by presence detectors in front of the stop lines.

The simulations and delay calculations were carried out for two traffic conditions. In the first (Appendix B) the proportion of left turning traffic was 10%, and in the second (Appendix C) it was 25%. Because of the shared lanes for through and turning movements, the number of vehicles turning left has major influence on the delays of the whole approach.

![Intersection type Basic-2](image)

Figure 6.3: Intersection type Basic-2

With all minor/major volume combinations and degrees of saturation less than 0.75 for 10% left-turners and less than 0.50 for 25% left-turners the HCM2000, DanKap and Capcal 2 delays for pretimed control are close to the simulated delays. Webster delays are lower than the simulation results.

HCM delays are lower than simulated delays at low degrees of saturation. For all minor/major volume combinations HCM delays increase steeply after the degree of saturation exceeds 0.75. The increase is especially steep when the proportion of left-turning traffic is large. This indicates that HCM overestimates the effect of left-turning traffic. The smaller the proportion on minor flow, the closer the minor approach delays of HCM2000 are to the simulated delays. This result is probably related to the fact that the effect of left-turning traffic on the HCM-delay decreases, when the minor flow volume decreases. However, simulations indicated a higher capacity than HCM.

DanKap gives similar results to HCM2000 at low degrees of saturation in pretimed control. At high degrees of saturation DanKap delays are lower than HCM delays and closer to the simulated delays.

Capcal 2 results for pretimed control are very close to the simulated delays. At low degrees of saturation Capcal 2 overestimates the delays slightly. At high degrees of saturation the results are scattered. The modeling of permitted left turns on a shared lane appears to be more realistic in Capcal 2 than in HCM2000 and DanKap.
For traffic-responsive control HCM delays behave in a similar way as for pretimed control. At low degrees of saturation delays are slightly underestimated, but increase significantly above the simulated delays at high degrees of saturation.

Capcal 2 delays for traffic-responsive control have a very good agreement with the simulation results. For low percentages of left-turn traffic (Appendix B) Capcal 2 underestimates delays at high degrees of saturation ($\rho > 0.75$). The results are also somewhat inconsistent, leading to lower delays at high degrees of saturation. This inconsistency disappears as the proportion of left-turning vehicles increases (Appendix C).

The signal timings were calculated by the optimization algorithm of Capcal 2, and the program had some convergence problems. This property of Capcal 2 requires further research.

In conclusion, Capcal 2 gives the best agreement with the simulated delays. It is, however, suggested that the signal timings are either entered manually, or at least checked for consistency at high degrees of saturation, especially, if Capcal 2 reports convergence problems.

### 6.2.3 Delays in intersection HCM-1

Intersection type HCM-1 (Fig. 6.4) has four lanes in the major street and two lanes in the minor street, but no turning lanes. This is the intersection layout in Example Problem 1 in HCM2000. In traffic-responsive control the passage detectors were at distances 120 and 60 m from the stop line, supplemented by presence detectors in front of the stop lines.

The proportion of turning traffic was 10 percent, 5 % right and 5 % left. Appendix D presents the delays of intersection type HCM-1 according to simulations and theoretical formulas.

![Figure 6.4: Intersection type HCM-1](image-url)
In all minor/major volume combinations under \textit{pretimed control} with degree of saturation 0.75 or lower, the HCM delay is lower than the simulated delay. When the degree of saturation is higher than 0.75 the HCM method suggests much higher delays than the simulations. Once again, the capacity according to the HCM-method is lower than in the simulations and the Webster’s formula gives considerably lower delays than the other methods.

DanKap underestimates the delays on the minor approach. The delay estimates on major flow exceed the simulated delays, when both the degree of saturation and the proportion of major flow are high. As the proportion of flow on the major direction increases, DanKap underestimates the capacity in the major approach.

Capcal 2 overestimates the delays of pretimed control. At high degrees of saturation Capcal 2 delays are, however, lower than or equal to the HCM delays.

For \textit{traffic-responsive control} the agreement between HCM2000 delays and simulated delays is better on the minor approach than on the major approach. The HCM delays estimates are closest to the simulated delays at low degrees of saturation. The major flow delay curve has a similar shape as in the Basic-2 intersection. Despite the different lane configurations in Basic-1 and Basic-2, the relation between the HCM and simulated delay curves is similar: As the degree of saturation exceeds 0.75, the HCM delay increases above the simulated delay and grows much steeper.

Capcal 2 delays for traffic responsive control are closer to the simulation results than HCM delays. Capcal 2 does, however, behave inconsistently in some situations, so that the delay increases too steeply at degrees of saturation between 0.5 and 0.75 and then decreases as the degree of saturation increases beyond 0.75. This problem is especially prominent in the minor approach delay estimates. The same phenomenon can also be observed under pretimed control, when traffic flows in the major and minor approaches are equal (Fig. D.5).

### 6.2.4 Delays in intersection HCM-2

Appendix E presents the delays in the intersection type HCM-2 (see Example Problem 3 of HCM2000). The intersection has two lanes plus a short exclusive left-turn lane (effective length 18 m) at each approach (Fig. 6.5). Left turns on the major (north-south) street are permitted plus protected. The protected-plus-permitted left turn suggested in the HCM example is not allowed in Finland (see Figure 2.3). In traffic-responsive control the passage detectors are at distances 120 and 60 m from the stop line, supplemented by presence detectors in front of the stop lines.

The HCM delays for \textit{pretimed control} are only slightly lower than the simulated delays at degrees of saturation not exceeding 0.75. At higher degrees of saturation HCM underestimates the major flow delays, but gives good minor approach delay estimates, especially when the proportion of flow in the minor approach is low.

HCM underestimates the major flow capacity, when the flows in both directions are equal. As the proportion of flow on the major approach increases, HCM delays at high degrees of saturation are lower than the simulated delays. The simulation results indicate that the capacity is lower than the theoretical capacity. One reason for this may be that at high degrees of saturation and high flow rates in the major direction the left-turn lane is too short. The blocking effect reduces the capacity, as the simulation results indicate. HCM cannot properly model this blocking effect.

Under high flow rates on the minor approach, the significant effect of permitted left turns in HCM is again visible (Fig. E.5). The capacity of the HCM method is exceeded when
the theoretical degree of saturation increases above 0.75, while the simulated control is still able to serve the traffic satisfactorily. At low proportions of minor volume this problem does not exist (see Figs. E.11 and E.17).

Capcal 2 gives slightly higher delay estimates than DanKap. Both methods are reliable, but Capcal 2 approximates the simulated delays more accurately. The increase in delay stays at a moderate level when $\rho < 0.85$, but at higher degrees of saturation ($\rho > 0.85$) the delay increases very steeply.

With equal traffic volumes on major and minor directions the HCM delay curves for traffic-responsive control are quite similar to the simulated delays. The distance between the curves increases with increasing degree of saturation, but the mutual order of the major flow delay curves remains unchanged. Both HCM2000 and Capcal 2 underestimate the delays of traffic responsive control. HCM2000 delay estimates are, however, closer to the simulated delays as flow rates approach capacity.

The HCM2000 delays for both pretimed and traffic-responsive control are good estimates for an approach with an exclusive left-turn lane. The protected left-turn phase (max 5 seconds) reduces the effect of left-turn movements in delay calculations and gives better correlation between simulated and HCM delays. Capcal 2 underestimates the delays of permitted-plus-protected left turns in traffic-responsive signals at high degrees of saturation ($\rho > 0.75$).

6.2.5 Delays in intersection LIVASU

Delays for intersection type LIVASU (Fig. 6.6) are presented in Appendix F. This is a typical signal controlled intersection on a Finnish multilane highway, as presented in the Finnish handbook LIVASU 95 (Kehittämiskeskus 1996). Both major street approaches have exclusive left-turn lanes with protected left-turn phases. In this example the southern leg of the intersection has only one lane for all movements, while the northern leg has an exclusive left-turn lane.

The left-turn lanes have an effective length of 51 meters, which may be considered rather short for an arterial street. Speed limit is 50 km/h, as in the other intersections above. In traffic-responsive control the passage detectors were at distances 95 and 40 m.
from the stop line, supplemented by presence detectors in front of the stop lines. On the left-turn lanes the passage detectors were located at a distance of 25 m from the stop line.

Figure 6.6: Intersection type Livasu

The detector locations and functions are presented in Figure 3.15. Because the functions of the virtual controller of HUTSIM were more limited than the functions of a real controller, the simulated control could not reproduce all the adaptivity of the Finnish traffic-responsive control described in section 3.2.3.

Figures F.5, F.11, and F.17 for the pretimed control of the minor approaches indicate again that the effect of permitted left turns on the capacity in HCM are larger than those observed in the simulations. The major flow left turns are protected, and the delays in HCM and simulations are very similar.

DanKap delay curves have a similar shape as the HCM curves, but DanKap gives more accurate estimates of the simulated delays. The only significant difference is in the minor approach with a small proportion of flow (Fig. F.17). Capcal 2 gives good delay estimates for the major flow, but underestimates delays of the minor flow at high degrees of saturation.

The HCM delay curves (Figs. F.4, F.10, and F.16) for the traffic-responsive control of the major roadway traffic are quite similar regardless of the minor/major volume combination used, and give a reasonable estimate of the simulated delays. The delays for the minor approach (Figs. F.6, F.12, and F.18) are, however, overestimated at high degrees of saturation, as in the case of pretimed control. Capcal 2 results for traffic-responsive control are similar to the pretimed control results: good for major flow, and not so good for the minor flow, especially at high degrees of saturation.
7 CONCLUSIONS AND DISCUSSION

The object of the research was to evaluate how well HCM2000, DanKap, and Capcal 2 can estimate the delays at Finnish signalized intersections. The results of the methods were compared with the simulated delays obtained by the HUTSIM software calibrated for Finnish conditions. Five test intersections with pretimed and traffic-responsive control were analyzed at five degrees of saturation.

The degrees of saturation were calculated with applications based on the Webster method. The traffic volumes used in the analysis were defined according to these degrees of saturation. The degrees of saturation were usually significantly lower than the other methods suggested, and the highest degrees of saturation exceeded the capacity of other methods in many cases. This may be a source of some uncertainty in the results. On the other hand, the comparison of analytical methods and simulation results is still valid, because the traffic and control parameters were equal in both cases. The comparison was just made with somewhat higher degrees of saturation than was originally assumed.

The simulated delay estimates may become unreliable, as intersections become congested. Thus, the difference between the model delays and the simulated delays under heavy traffic may be smaller or larger than displayed in the figures.

The default values of each method were used for traffic and roadway conditions not specified in the test cases. The intersection types cover a variety of lane and control configurations. However, only one proportion (10%) of heavy vehicles was used, and no alternative geometric designs (grade, lane width, curb radii, etc.) were analyzed. No pedestrian flows, parking, or bus stop operations were included in the models. The traffic conditions were assumed stationary during the analysis period.

7.1 Webster model

The Webster model (4.44) estimates the delays at pretimed intersections under stationary conditions. The model has not been designed for the analysis of traffic-responsive control or oversaturated conditions. The usefulness of the model is also questionable at degrees of saturation near unity.

The Webster model gives reasonable delays only at degrees of saturation lower than 0.75. As in other studies (Taale & van Zuylen 2001), the Webster method was found valid only at low degrees of saturation. Even then the delay estimates were lower than the simulated delays.

7.2 HCM2000

When the default saturation flows for simple lane and control configurations were replaced with those found valid in Finland, the HCM2000 delays for pretimed control gave good approximations of the simulation results. This can be seen especially in the test intersections with most separated movements (HCM-2 and LIVASU), in which the HCM delays in some cases approximated the simulations almost perfectly. The minor approach in the HCM-2 intersection (Fig. E.11) is perhaps the best example of this.

When the control method was changed from pretimed control to traffic-responsive control, the difference between the HCM delay and the simulations increased. The $k$-factor could not fully describe the effect of adaptive signal control. The study of Taale & van Zuylen (2001) has, however, indicated that the accuracy of HCM results increases, if the control parameter averages are collected over shorter time periods. Taale & van Zuylen also suggested that the variance in vehicle-actuated signal control
should be included in the delay estimation model.

For traffic-responsive control HCM estimated somewhat too low delays at low and especially at medium degrees of saturation. The delay estimates for pretimed control were slightly higher and, accordingly, gave better estimates for traffic-responsive delays. However, at high degrees of saturation the reduced delays due to the $k$-factor produced better results as compared to simulations, although the problem of too low capacity in HCM still remained.

The major problem in the HCM delay model is in the approximation of the effect of permitted left turns on shared lanes—and permitted left turns in general. The HCM2000 method underestimates the lane capacity and overestimates the delay at high degrees of saturation ($\rho > 0.75$) in almost all test intersections and minor/major flow combinations. The problem is apparently in the method of evaluating the interaction between left turning traffic and opposing traffic flows. At Finnish traffic conditions, the delays caused by the permitted left turns are lower than the HCM model suggests.—The style of driving in Finland appears to be more aggressive than in the U.S. The same phenomenon can be seen on two-lane highways, where the speed-flow curve in HCM2000 is considerably steeper than the Finnish curve (Luttinen 2001).

The HCM method does not consider the extra delay due to the blocking effect of short turning lanes. This effect is emphasized especially in the already problematic situations with high degrees of saturation and a large number of left-turning vehicles.

Similar results have been obtained also by Taale & van Zuylen (2001), who compared the HCM VA-delays to field delay measurements. Levinson & Prassas (2000) compared the capacity estimates of shared left-turn lanes with pretimed control by the 1997 HCM method, the Canadian method, the Sidra (Australian) method and a simplified method developed by Levinson. For two-lane approaches, like intersection HCM-1 (Fig. 6.4) above, the Canadian method provided higher capacities than the other methods, including HCM.

The main observations of the comparison between HCM2000 traffic-responsive delay model and the simulation results were:

1. HCM2000 produced best delay estimates at intersections with protected phases and exclusive lanes. The HCM performs best at the most simple (one-way and two-phase) and most complex (multiple and exclusive lanes, multiple phases) Finnish intersections.

2. The major problem of HCM is in the procedure for left-turn movements on a shared lane with permitted left-turn phase and high traffic volumes. HCM overestimates the disturbances caused by the opposing traffic flow to the left-turn movements.

3. A good correlation between simulations and HCM in intersections with separate lanes and phases for different movements indicated that the geometric correction terms and procedures of HCM can be applied in Finnish conditions.

4. The HCM delay estimates were too low at low and medium degrees of saturation. Because the $k$-factor had the greatest delay reducing effect on low degrees of saturation, the pretimed delay estimates (without the $k$-factor) were closer to the simulated traffic-responsive delays than the HCM delay estimates for traffic-actuated control.
The Highway Capacity and Quality of Service committee has recognized that traffic movements in a lane group with a shared lane are seldom homogeneous, and this simplifying assumption in HCM2000 has an adverse effect on the accuracy and reliability of the results. The committee also aims to improve the consistency of the “end points” of various models. For example, one would expect that a permitted left turn with no opposing traffic should have the same capacity as a protected left turn. Also, in some cases adding a left-turn lane in HCM calculations appears to make matters worse, not better. The committee has formulated these issues as research problem statements.

Control delay is used as a service measure in HCM2000. There is an ongoing discussion in the Highway Capacity and Quality of Service committee on the role of the level-of-service concept. One line of discussion concerns the question, whether the quality of traffic conditions should be described in terms of six levels (A–F) of service. Another line of discussion concerns the service measures. Some studies of users’ perception have indicated that control delay and six levels of service may not be a sufficient way of describing the quality of service (Pécheux et al. 2000). This subject requires further research and discussion.

### 7.3 DanKap

The results of DanKap are similar to the results of HCM2000, as can be expected. The delay estimates of DanKap are, however, closer to the simulation results. Also, the capacity estimates of DanKap appear to be in a better agreement with the simulation results. Evidently, the DanKap model for permitted left turns has been adjusted for Nordic conditions. For pretimed control in the conditions analyzed, DanKap results are in better agreement with the simulated delays than the results of HCM2000. DanKap does not have any adjustment for traffic-responsive control.

### 7.4 Capcal 2

The interaction delays (stop times) of Capcal 2 were larger than the simulated control delays at pretimed intersections under low degrees of saturation. The minimum cycle length restriction in Capcal 2 gives only a partial explanation for this deviation. The error is largest in intersections Basic-1 and HCM-1. Basic-1 has no turning traffic. Intersection HCM-1 has five percent left turning vehicles as well as right turning vehicles. In other intersections the proportion of turning traffic is higher. When the proportion of (left) turning traffic is high, Capcal 2 gives better results.

The basic saturation flow of Capcal 2 for through traffic under ideal conditions is 1,850 veh/h/lane. In Finland the saturation flow estimate under ideal conditions is 1,940 veh/h/lane. This difference can be seen as higher delays in Capcal 2 at high degrees of saturation, especially in intersection HCM-1. At the minor approach in intersection LIVASU, Capcal 2 gives very low delays at high degrees of saturation. In a smaller scale the same phenomenon can also be seen in the minor approach of intersection Basic-2 with 25% left turners. Both of these cases have high percentages of left turners and a shared lane for all movements. (The northern leg of intersection LIVASU has a short exclusive left-turn lane.) Consequently, Capcal 2 seems to underestimate the capacity of through traffic, and overestimate the capacity of permitted left turns. For many practical situations these errors cancel each other resulting in good delay estimates.

Capcal 2 underestimates the delays of traffic-responsive control at high degrees of saturation in intersection HCM-2 and in the minor approach of intersection LIVASU. These cases have either permitted or permitted-plus-protected control for exclusive left-turn
lanes. These cases also indicate that Capcal 2 overestimates the capacity of permitted left turning movements from exclusive turning lanes.

Capcal 2 had some convergence problems when estimating the signal timing under traffic-responsive control. Consequently, the results had some inconsistencies—delays decreased as the degree of saturation increased. It is necessary to enter the timing information manually, or at least check that the Capcal 2 timings are reasonable. This issue demands further research.

Capcal 2 uses detailed information of intersection geometry to adjust the delay estimates. Because of the limitations in HUTSIM the effects of roadway and intersection geometry could not be analyzed. The adjustments for grades and heavy vehicles, however, appear to be compatible with the Finnish measurements.

7.5 Recommendations

For pretimed control DanKap gives better delays estimates than HCM2000. DanKap does not, however, estimate the effect of traffic-responsive control. Because the difference in delay between an optimal pretimed control and a traffic-responsive control is small, and HCM and DanKap underestimate the delays at low and medium degrees of saturation, the DanKap delay estimates can be used also in the analysis of traffic-responsive systems. This analysis cannot, however, give any estimate of the effect of traffic-responsiveness for stationary conditions. The major benefits of traffic-responsive control are, however, obtained under non-stationary conditions.

Overall, the interaction delay estimates of Capcal 2 were closest to the simulated control delays. Of the three methods analyzed, Capcal 2 can be suggested as the best tool for the analysis of Finnish signalized intersections, both pretimed and traffic responsive. Capcal 2 does, however, have some convergence problems in the analysis of traffic-responsive control, and it is suggested that the cycle length and green splits are either entered manually, or at least checked for consistency.

The major advantage of traffic-responsive control is its adaptiveness to changes in traffic demand. Under stationary conditions, with only random variation, the difference in control delay between traffic-responsive control and optimized pretimed control is small. In order to obtain an estimate of the advantage of traffic-responsive control over pretimed control, the analysis should be performed for different traffic conditions, for which the actual (on-field) pretimed control is not always optimal.

“Level of service” should be preferred over “operational quality” as a quality of service indicator. The average control delay should be used as a service measure, and the LOS criteria should be those of HCM2000 (Tables 4.1 and 4.3).

In operational analysis the saturation flow rates in Figure 5.3 should be used. These values are based on measurements in the Helsinki metropolitan area and supplementary simulations. For more reliable results data collection should also be made in other parts of the country.

The current measurements are not adequate for the estimation of the effect of heavy vehicles. For the time being, the Capcal 2 model (5.13) for grade and heavy vehicle adjustment is suggested.

No guidelines are presented for the capacity analysis of “free right” turning movements. A procedure similar to the analysis of permitted left turns should be used, where the major flow is divided into periods of saturated flow, unsaturated flow and no flow. During a conflicting saturated-flow period no right turn movements are possible on the “free right” lane. During an unsaturated period (green time after queue discharge) in the
major direction the vehicles on a “free right” lane merge observing a gap-acceptance process. During a no-flow period in the major direction the vehicles on a “free right” lane can depart unaffected by conflicting flows.

There is no definite guideline for the capacity estimation of Finnish signalized intersections. The current manual (Kehittämiskeskus 1996) presents both old and new saturation flow rates, but prefers the old values. It is obvious that this method underestimates the capacity of signalized facilities, and may suggest unnecessary investments. The application of adjustment factors for the effects of turning movements, opposing traffic and pedestrian conflicts would make the method more flexible and methodologically similar to the current international methods. In addition, the service measures and LOS criteria should be more clearly defined. There is an obvious need for new guidelines.
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A  INTERSECTION BASIC-1

Figure A.1: Delays in pretimed intersection Basic-1 with minor/major flow ratio 1

Figure A.2: Delays in traffic-responsive intersection Basic-1 with minor/major flow ratio 1
Figure A.3: Major flow delays in pretimed intersection Basic-1 with minor/major flow ratio 1

Figure A.4: Major flow delays in traffic-responsive intersection Basic-1 with minor/major flow ratio 1
**Figure A.5:** Minor flow delays in pretimed intersection Basic-1 with minor/major flow ratio 1

**Figure A.6:** Minor flow delays in traffic-responsive intersection Basic-1 with minor/major flow ratio 1
Figure A.7: Delays in pretimed intersection Basic-1 with minor/major flow ratio 1/2

Figure A.8: Delays in traffic-responsive intersection Basic-1 with minor/major flow ratio 1/2
Figure A.9: Major flow delays in pretimed intersection Basic-1 with minor/major flow ratio 1/2

Figure A.10: Major flow delays in traffic-responsive intersection Basic-1 with minor/major flow ratio 1/2
Average delay, minor flow

Figure A.11: Minor flow delays in pretimed intersection Basic-1 with minor/major flow ratio 1/2

Average delay, minor flow

Figure A.12: Minor flow delays in traffic-responsive intersection Basic-1 with minor/major flow ratio 1/2
Figure A.13: Delays in pretimed intersection Basic-1 with minor/major flow ratio 1/4

Figure A.14: Delays in traffic-responsive intersection Basic-1 with minor/major flow ratio 1/4
Figure A.15: Major flow delays in pretimed intersection Basic-1 with minor/major flow ratio 1/4

Figure A.16: Major flow delays in traffic-responsive intersection Basic-1 with minor/major flow ratio 1/4
Average delay, minor flow

Figure A.17: Minor flow delays in pretimed intersection Basic-1 with minor/major flow ratio 1/4

Average delay, minor flow

Figure A.18: Minor flow delays in traffic-responsive intersection Basic-1 with minor/major flow ratio 1/4
B INTERSECTION BASIC-2 WITH 10% LEFT TURNERS

Figure B.1: Delays in pretimed intersection Basic-2 with minor/major flow ratio 1 and 10% left turners

Figure B.2: Delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1 and 10% left turners
Figure B.3: Major flow delays in pretimed intersection Basic-2 with minor/major flow ratio 1 and 10% left turners

Figure B.4: Major flow delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1 and 10% left turners
Figure B.5: Minor flow delays in pretimed intersection Basic-2 with minor/major flow ratio 1 and 10% left turners

Figure B.6: Minor flow delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1 and 10% left turners
Figure B.7: Delays in pretimed intersection Basic-2 with minor/major flow ratio 1/2 and 10% left turners

Figure B.8: Delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1/2 and 10% left turners
Average delay, major flow
minor flow volume / major flow volume = 1 / 2

Figure B.9: Major flow delays in pretimed intersection Basic-2 with minor/major flow ratio 1/2 and 10% left turners

Average delay, major flow
minor flow volume / major flow volume = 1 / 2

Figure B.10: Major flow delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1/2 and 10% left turners
Figure B.11: Minor flow delays in pretimed intersection Basic-2 with minor/major flow ratio 1/2 and 10% left turners.

Figure B.12: Minor flow delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1/2 and 10% left turners.
Figure B.13: Delays in pretimed intersection Basic-2 with minor/major flow ratio 1/4 and 10% left turners

Figure B.14: Delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1/4 and 10% left turners
Figure B.15: Major flow delays in pretimed intersection Basic-2 with minor/major flow ratio 1/4 and 10% left turners

Figure B.16: Major flow delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1/4 and 10% left turners
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Figure B.17: Minor flow delays in pre-timed intersection Basic-2 with minor/major flow ratio 1/4 and 10% left turners
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Figure B.18: Minor flow delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1/4 and 10% left turners
C INTERSECTION BASIC-2 WITH 25% LEFT TURNERS

Figure C.1: Delays in pretimed intersection Basic-2 with minor/major flow ratio 1 and 25% left turners

Figure C.2: Delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1 and 25% left turners
Figure C.3: Major flow delays in pretimed intersection Basic-2 with minor/major flow ratio 1 and 25% left turners

Figure C.4: Major flow delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1 and 25% left turners
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INTERSECTION BASIC-2 WITH 25% LEFT TURNERS

Figure C.5: Minor flow delays in pretimed intersection Basic-2 with minor/major flow ratio 1 and 25% left turners

Figure C.6: Minor flow delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1 and 25% left turners
Figure C.7: Delays in pretimed intersection Basic-2 with minor/major flow ratio 1/2 and 25% left turners

Figure C.8: Delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1/2 and 25% left turners
Figure C.9: Major flow delays in pretimed intersection Basic-2 with minor/major flow ratio 1/2 and 25% left turners

Figure C.10: Major flow delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1/2 and 25% left turners
Figure C.11: Minor flow delays in pretimed intersection Basic-2 with minor/major flow ratio 1/2 and 25% left turners

Figure C.12: Minor flow delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1/2 and 25% left turners
Figure C.13: Delays in pretimed intersection Basic-2 with minor/major flow ratio 1/4 and 25% left turners

Figure C.14: Delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1/4 and 25% left turners
Figure C.15: Major flow delays in pretimed intersection Basic-2 with minor/major flow ratio 1/4 and 25% left turners

Figure C.16: Major flow delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1/4 and 25% left turners
Figure C.17: Minor flow delays in pre-timed intersection Basic-2 with minor/major flow ratio 1/4 and 25% left turners

Figure C.18: Minor flow delays in traffic-responsive intersection Basic-2 with minor/major flow ratio 1/4 and 25% left turners
D  INTERSECTION HCM-1

Figure D.1: Delays in pretimed intersection HCM-1 with minor/major flow ratio 1

Figure D.2: Delays in traffic-responsive intersection HCM-1 with minor/major flow ratio 1
Figure D.3: Major flow delays in pretimed intersection HCM-1 with minor/major flow ratio 1

Figure D.4: Major flow delays in traffic-responsive intersection HCM-1 with minor/major flow ratio 1
Figure D.5: Minor flow delays in pretimed intersection HCM-1 with minor/major flow ratio 1

Figure D.6: Minor flow delays in traffic-responsive intersection HCM-1 with minor/major flow ratio 1
Figure D.7: Delays in pretimed intersection HCM-1 with minor/major flow ratio 1/2

Figure D.8: Delays in traffic-responsive intersection HCM-1 with minor/major flow ratio 1/2
**Figure D.9:** Major flow delays in pretimed intersection HCM-1 with minor/major flow ratio 1/2

**Figure D.10:** Major flow delays in traffic-responsive intersection HCM-1 with minor/major flow ratio 1/2
Figure D.11: Minor flow delays in pretimed intersection HCM-1 with minor/major flow ratio 1/2

Figure D.12: Minor flow delays in traffic-responsive intersection HCM-1 with minor/major flow ratio 1/2
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Figure D.13: Delays in pretimed intersection HCM-1 with minor/major flow ratio 1/4
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Figure D.14: Delays in traffic-responsive intersection HCM-1 with minor/major flow ratio 1/4
**Figure D.15:** Major flow delays in pretimed intersection HCM-1 with minor/major flow ratio 1/4

**Figure D.16:** Major flow delays in traffic-responsive intersection HCM-1 with minor/major flow ratio 1/4
Figure D.17: Minor flow delays in pretimed intersection HCM-1 with minor/major flow ratio 1/4

Figure D.18: Minor flow delays in traffic-responsive intersection HCM-1 with minor/major flow ratio 1/4
E INTERSECTION HCM-2
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Figure E.1: Delays in pretimed intersection HCM-2 with minor/major flow ratio 1
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Figure E.2: Delays in traffic-responsive intersection HCM-2 with minor/major flow ratio 1
Figure E.3: Major flow delays in pretimed intersection HCM-2 with minor/major flow ratio 1

Figure E.4: Major flow delays in traffic-responsive intersection HCM-2 with minor/major flow ratio 1
Figure E.5: Minor flow delays in pretimed intersection HCM-2 with minor/major flow ratio 1

Figure E.6: Minor flow delays in traffic-responsive intersection HCM-2 with minor/major flow ratio 1
Figure E.7: Delays in pretimed intersection HCM-2 with minor/major flow ratio 1/2

Figure E.8: Delays in traffic-responsive intersection HCM-2 with minor/major flow ratio 1/2
Figure E.9: Major flow delays in pretimed intersection HCM-2 with minor/major flow ratio 1/2

Figure E.10: Major flow delays in traffic-responsive intersection HCM-2 with minor/major flow ratio 1/2
Figure E.11: Minor flow delays in pretimed intersection HCM-2 with minor/major flow ratio 1/2

Figure E.12: Minor flow delays in traffic-responsive intersection HCM-2 with minor/major flow ratio 1/2
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**Figure E.13**: Delays in pretimed intersection HCM-2 with minor/major flow ratio 1/4
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**Figure E.14**: Delays in traffic-responsive intersection HCM-2 with minor/major flow ratio 1/4
Figure E.15: Major flow delays in pretimed intersection HCM-2 with minor/major flow ratio 1/4

Figure E.16: Major flow delays in traffic-responsive intersection HCM-2 with minor/major flow ratio 1/4
Figure E.17: Minor flow delays in pretimed intersection HCM-2 with minor/major flow ratio 1/4

Figure E.18: Minor flow delays in traffic-responsive intersection HCM-2 with minor/major flow ratio 1/4
F INTERSECTION LIVASU

Figure F.1: Delays in pretimed intersection LIVASU with minor/major flow ratio 1

Figure F.2: Delays in traffic-responsive intersection LIVASU with minor/major flow ratio 1
Figure F.3: Major flow delays in pretimed intersection LIVASU with minor/major flow ratio 1.

Figure F.4: Major flow delays in traffic-responsive intersection LIVASU with minor/major flow ratio 1.
Figure F.5: Minor flow delays in pretimed intersection LIVASU with minor/major flow ratio 1

Figure F.6: Minor flow delays in traffic-responsive intersection LIVASU with minor/major flow ratio 1
Figure F.7: Delays in pretimed intersection LIVASU with minor/major flow ratio 1/2

Figure F.8: Delays in traffic-responsive intersection LIVASU with minor/major flow ratio 1/2
Figure F.9: Major flow delays in pretimed intersection LIVASU with minor/major flow ratio 1/2

Figure F.10: Major flow delays in traffic-responsive intersection LIVASU with minor/major flow ratio 1/2
Figure F.11: Minor flow delays in pretimed intersection LIVASU with minor/major flow ratio 1/2

Figure F.12: Minor flow delays in traffic-responsive intersection LIVASU with minor/major flow ratio 1/2
Figure F.13: Delays in pretimed intersection LIVASU with minor/major flow ratio 1/4

Figure F.14: Delays in traffic-responsive intersection LIVASU with minor/major flow ratio 1/4
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Figure F.15: Major flow delays in pretimed intersection LIVASU with minor/major flow ratio 1/4
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Figure F.16: Major flow delays in traffic-responsive intersection LIVASU with minor/major flow ratio 1/4
Figure F.17: Minor flow delays in pretimed intersection LIVASU with minor/major flow ratio 1/4

Figure F.18: Minor flow delays in traffic-responsive intersection LIVASU with minor/major flow ratio 1/4